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ABSTRACT

Scattering delay networks (SDNs) provide a flexible and efficient
framework for artificial reverberation and room acoustic model-
ing. In this work, we introduce a differentiable SDN, enabling
gradient-based optimization of its parameters to better approxi-
mate the acoustics of real-world environments. By formulating
key parameters such as scattering matrices and absorption filters
as differentiable functions, we employ gradient descent to opti-
mize an SDN based on a target room impulse response. Our ap-
proach minimizes discrepancies in perceptually relevant acoustic
features, such as energy decay and frequency-dependent reverbera-
tion times. Experimental results demonstrate that the learned SDN
configurations significantly improve the accuracy of synthetic re-
verberation, highlighting the potential of data-driven room acous-
tic modeling.

1. INTRODUCTION

Room acoustic modeling plays an important role in interactive
applications such as video games, virtual reality (VR), and aug-
mented reality (AR), where perceptually plausible reverberation
has been shown to significantly enhance the sense of immersion [1]
and externalization of virtual sounds [2], among others.

A number of room acoustic models have been proposed over
the past 60 years [3]. Within the context of gaming/VR/AR, the
most suitable models tend to be delay-network artificial reverbera-
tors, due to their low computational complexity, which can be two-
to-three orders of magnitude lower than (fast) convolution alone.
Among the most used artificial reverberators are feedback delay
networks (FDNs), which consist of parallel delay lines connected
recursively through a unitary feedback matrix [3]. FDNs are not
directly linked to the geometric properties of any given room, but
rather aim to render certain high-level acoustical features such as
a given reverberation time. For this reason, in gaming/VR/AR ap-
plications, they are most often used in conjunction with geometric-
acoustic models such as the image source method (ISM) [4], with
FDN rendering the late reverberation and ISM the early reflections.
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Scattering delay networks (SDNs) [5, 6] are artificial reverber-
ators that render both late reverberation and early reflections within
the same design. They consist of recursive networks of delay lines
that reproduce first-order reflections exactly, while making pro-
gressively coarser approximations of higher-order reflections [5].
All parameters are derived directly from the physical properties
of the target room, enabling simulation of unequal and frequency-
dependent wall absorption, as well as directional sources and mi-
crophones [5]. SDNs have been shown to achieve high perceived
naturalness [7], immersion [1] and externalization [2]. SDNs have
also been recently extended to higher orders [8, 9], and coupled
volumes [10]. They have been incorporated in real-time binau-
ral rendering [2, 11] and AR audio applications [12], and heavily
inspired the acoustic model of “Grand Theft Audio V” [13].

In many applications, the input into the acoustic renderer is
the room geometry and wall materials, e.g., obtained from the 3D
mesh and textures of a video game scene. At the same time, when
measured data, such as room impulse responses (RIRs), are avail-
able, there is an opportunity to render the acoustics of real-world
environments and physical spaces with greater fidelity. In this con-
text, one may wish to combine the accuracy of convolutional mod-
els with the low computational complexity of artificial reverbera-
tors. This involves optimization of the reverberator’s parameters, a
task made challenging by the nonconvex relation between parame-
ters and reverberator output, in addition to the difficulty of comput-
ing gradients. Significant strides have been made recently in this
sense thanks to differentiable artificial reverberators [14]. Most of
the work, however, focused on FDNs [15, 16, 17, 18, 19, 20].

In this paper, we shift attention to SDNs, which bring two key
advantages. First, they enable principled parameter initialization,
using (approximate) prior knowledge of the room characteristics,
when available. Second, they provide a physically-inspired de-
sign, enabling explicit interpretation of all the optimized parame-
ters and post-optimization manipulation of the simulated environ-
ment, such as repositioning of source and receiver [21].

Extending SDNs to model real-world conditions requires re-
laxing several of its constraints. SDN is derived from an assumed
room geometry, and any errors in the room dimensions or source/
receiver positions will degrade its accuracy. Furthermore, stan-
dard SDNs rely on simplifying assumptions such as isotropic scat-
tering, whereas actual rooms exhibit direction-dependent reflec-
tion characteristics [22]. When it comes to modeling wall absorp-
tion characteristics, SDNs, like most other models, use frequency-
dependent absorption values tabulated for different materials [22],
which are often an approximation of real-world conditions. Fi-
nally, rooms are rarely completely empty, i.e., with no furniture or
other absorbent surfaces, which is not directly modeled by SDNs.

To address the complexity of real-world acoustic environments,
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we propose to design a differentiable SDN (DSDN) in which all
parameters are optimized via gradient descent, leveraging auto-
matic differentiation, just like in standard backpropagation [23].
Our experiments show that optimized DSDNs model the energy
decay behavior of real-life rooms better than an SDN that was ini-
tialized based solely on (approximate) room geometry and wall
material properties.

2. DIFFERENTIABLE SCATTERING DELAY
NETWORKS

Scattering delay networks (SDNs) [5, 6] are artificial reverberator
models inspired by digital waveguide meshes (DWM) [3] that aim
to reduce the number of nodes in the mesh to the bare minimum
needed to reproduce first-order reflections accurately. This results
in a network of bidirectional delay lines connected at scattering
nodes, each approximating a specularly reflecting wall (see Fig-
ure 1). For an in-depth overview of the SDN architecture, we refer
the reader to [5].

In the following, we outline our DSDN implementation. Sec-
tion 2.1 discusses the geometrical prior that underpins the SDN.
Section 2.2 focuses on scattering junctions. Section 2.3 presents
the differentiable delay lines. Section 2.4 concerns learnable pres-
sure extraction weights. Section 2.5 proposes a method to account
for inaccurate room dimensions and distance measurements. Sec-
tion 2.6 describes the reparameterization functions used to enforce
constraints on the SDN parameters. Finally, the proposed method
is summarized in Section 2.7. Notice that the initialization of the
parameters described below follows the original geometry-based
heuristics [5]. For the sake of simplicity, we disregard source
and microphone directivity and assume both to be omnidirectional.
Learning directivity patterns is left for future work.

2.1. Geometrical Prior

Let the SDN have N scattering junctions (wall nodes). Given the
source at location rS ∈ R3 and the microphone at location rM ∈
R3, let rS,M = ∥rS − rM∥ be the source-to-microphone distance.
Likewise, given nodes at location rk ∈ R3, k = 1, ..., N , let
rS,k = ∥rS−rk∥ be the source-to-node distances, rk,m = ∥rm−
rk∥ the node-to-node distances, and rk,M = ∥rk − rM∥ the node-
to-microphone distances. The length of these connections, derived
from the room geometry, determines the corresponding delay lines
as well as the respective attenuation gains.

With c the speed of sound, Fs the sampling frequency, and
G = c/Fs, the time-of-flight between the source and the kth node
introduces a delay DS,k = rS,k/G. Similarly, the delay between
the kth node and the microphone is Dk,M = rk,M/G, and the
delay between the kth and mth nodes is Dk,m = rk,m/G.

The attenuation coefficients also depend on the Euclidean dis-
tances according to the spherical spreading law:

gS,k =
G

rS,k
, gk,M =

1

1 + rk,M/rS,k
, gS,M =

1

rS,M
. (1)

Let
p+ = [p+1,2, . . . , p

+
k,m, . . . p+N,N−1]

T , (2)

p− = [p−1,2, . . . , p
−
k,m, . . . p−N,N−1]

T , (3)

with k,m = 1, . . . , N , k ̸= m, be “global” vectors of incident and
reflected pressure waves, respectively, traveling from/to all scatter-
ing nodes at any given time. To route reflected waves back to the
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Figure 1: SDN reverberator. Dashed lines represent bidirectional
delay lines between wall nodes. Dotted lines represent unidirec-
tional source-to-node and node-to-microphone delay lines. Direct
component and floor/ceiling wall nodes are also present, but not
shown here for clarity.

junctions onto which they impinge, we use a (fixed) permutation
matrix P depending on the network topology, such that, assuming
no superimposing source pressure,

p+ = PD(z)p−, (4)

where D(z) is a diagonal matrix of node-to-node time-of-flight
delays. For a shoebox room shape, P = δı,f(ȷ) [5], where δı,ȷ is
the Kronecker delta, f(ȷ) = ((6ȷ− ((ȷ− 1))N − 1))N(N−1) +1,
and ((·))N is the modulo-N operation. Respectively, assuming the
source pressure pS[n] is nonzero, (4) can be rewritten as

p+k,m = p−m,kz
−Dm,k +

1

2
gS,kpS[n]z

−DS,k . (5)

By defining pressure vectors globally, we are able to paral-
lelize the delay operations for all node-to-node connections (but
also source-to-node and node-to-microphone connection lines, see
Section 2.3) by applying a delay filter bank D(z) to the outgoing
wave variables in p−, all while modeling reflections locally within
each scattering junction.

2.2. Scattering Junctions

Let us consider the kth junction. A junction scatters incoming
wave variables p+

k = [p+k,1, . . . , p
+
k,K ]T to produce outgoing wave

variables p−
k = [p−k,1, . . . , p

−
k,K ]T such that p−

k = Skp
+
k , with

Sk a K ×K scattering matrix. Shoebox rooms have K = 5.
Let Sk = Hk(z)Ak, where

Hk(z) = diag{Hk(z), . . . , Hk(z)}, (6)

Hk(z) is the absorption filter associated to the kth wall, and Ak

is a lossless matrix. In the simplest case, frequency-independent
absorption is modeled by Hk(z) = βk =

√
1− αk, where αk ∈

[0, 1] is the kth wall absorption coefficient. In the following, we
optimize two kinds of scattering matrices, learning either N scalars
βk or the taps βk[ℓ] of L-order FIR wall filters

Hk(z) =

L∑
ℓ=0

βk[ℓ]z
−ℓ, k = 1, . . . , N. (7)

In the former case (L = 0), we initialize αk based on the tab-
ulated random-incidence absorption values associated to the wall
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material. In the latter case (L > 0), we initialize all taps to 0 ex-
cept for the zero-lag coefficient that is set to βk[0] =

√
1− αk,

making the two methods equivalent at the very first iteration.
In the case of an isotropic medium, Ak is typically defined as

Ā =
2

K
11T − IK , (8)

where 1 = [1, . . . , 1]T and IK is the K ×K identity matrix.
Here, we augment the expressive power of the SDN by intro-

ducing a learnable vector of admittances yk = [yk,1, . . . , yk,K ]T

at each junction, such that

Ak =
2

⟨1,yk⟩
1yT

k − IK (9)

is a parametric Householder matrix that can be optimized for each
junction independently of the others. We initialize yk = 1, ∀k, so
as to have, at the first iteration, the isotropic case Ak = Ā.

According to the definition of the global pressure vectors p+

and p− given in Section 2.1, we obtain p+
k = Rkp

+, where Rk

is a K ×K(K + 1) selection matrix

Rk =
[
0{K,kK}, IK , 0{K,K(K−k)}

]
, (10)

where 0{R,C} is a zero matrix with R rows and C columns. Thus,
wall scattering can be written as

p− =

N∑
k=1

RT
k p

−
k =

N∑
k=1

RT
k SkRkp

+. (11)

2.3. Differentiable Delay Lines

Integer delays can be efficiently implemented as a reading op-
eration from a buffer that accumulates past samples. Unfortu-
nately, this approach is not differentiable. In [24], the authors
implemented a differentiable lookup table mechanisms that lin-
early interpolates between the two closest discrete-time samples
via weighted sum. In [15], we implemented differentiable delay
lines based on the closed-form variable fractional time delay filter
by Pei and Lai [25]. In the following, we adopt the latter approach.

Each unidirectional delay line contains a B-sample first-in
first-out buffer that stores the signal x[n]. To apply a delay of
D fractional samples, we first zero-pad x[n] to minimize artifacts
from circular convolution. We compute its Q-point Fast Fourier
Transform (FFT), with Q = 2B. In the frequency domain, the
delay is thus performed via the Hadamard product of the trans-
formed signal X[ωn] and the conjugate symmetric frequency re-
sponse Z[ωn], which corresponds to a windowed-sinc finite im-
pulse response in the time domain [25]. Finally, we go back to the
time domain by computing the inverse FFT, which yields

x[n−D] = IFFT{Z[ωn]⊙ FFT{x[n]}}. (12)

With (12) easily parallelizable, we define three filter banks for
the source-to-node, node-to-node, and node-to-microphone con-
nection lines, respectively, plus a unidirectional delay line for the
source-to-microphone connection. The node-to-node filter bank
has N(N − 1) filters, wheres the remaining ones have N . All
delay operations in a filter bank are performed in parallel.

To reduce computational costs, the time-domain wall absorp-
tion filters Hk(z) (Section 2.2) are applied to the output of every
delay line departing from the kth node. This approach allows us to
use a single buffer for both the FFT-based fractional delay and the
time-domain absorption filters. This is made possible because all
operations within the SDN are linear.

2.4. Pressure Extraction Weights

The signal impinging on the microphone is taken as the node’s
pressure extracted from the kth junction as a linear combination
of outgoing wave variables, i.e., p̌k[n] = wT

k p
−
k , such that the

microphone signal is given by

pM[n] =

N∑
k=1

gk,M · p̌k[n] · z−Dk,M , (13)

We optimize the real-valued vector w = [wT
1 , . . . ,w

T
N ]T of size

N(N−1) containing one unconstrained pressure extraction weight
wk,m ∈ R for each outgoing connection line in the SDN. Since
Ak is initialized as in (9) with yk = 1, following [5], we initialize
wk,m = 2/⟨1,yk⟩ = 2/5, ∀k,m.

2.5. Accounting for Uncertainty in the Geometrical Prior

Sometimes room geometry measurements are unreliable. In turn,
this turns out to affect the performance of SDNs, as they heavily
rely on such a prior. We account for this problem by introducing a
learnable correction term ∆rk,m for each Euclidean distance rk,m
in the delay network. Namely, we use the following proxy distance

r′k,m = rk,m +∆rk,m (14)

in place of rk,m in every computation relative to delays and ab-
sorption coefficients (see Section 2.1).

The correction term is defined as

∆rk,m = ∆rmax · tanh(s · δk,m), (15)

with δm,k an unconstrained learnable parameter initialized at zero,
and s ∈ R≥0 a dilation hyperparameter. The hyperbolic tangent
function ensures that the learnable parameter remains bounded
within [−1, 1], regardless of the values assumed by δm,k. Con-
sequently, ∆rmax controls the extent to which the correction term
can modify the geometric prior.

While it is worth emphasizing that learned distances may not
necessarily define a physically realizable enclosure, ∆rmax is cho-
sen to be small compared to the room size in order to preserve, at
least to some extent, the geometric interpretation of the SDN.

2.6. Parameter Constraints

SDNs require minimal parameter constraints. We enforce them
by reparameterizing the unconstrained learnable parameters as the
arguments of differentiable (almost everywhere) functions whose
codomain satisfies the given constraints. In particular, we make
sure that the admittances in yk are strictly positive by taking yk,i =
|ỹk,i| + ϵ, with ϵ = 10−12, where ỹk,i ∈ R is an unconstrained
learnable parameter. Similarly, connection lengths rk,m, ∀k,m,
are forced to be nonnegative by taking the absolute value on the un-
constrained values, i.e., rk,m = |r̃k,m|. In the case of frequency-
independent wall absorption, Hk(z) = βk, instead of learning βk

directly, we learn the argument β̃k of a logistic function that maps
the unconstrained parameter onto [0, 1].

In case of very large rooms, it is also possible to learn dis-
tances in decameters or hectometers instead of meters. The ratio-
nale here is that variables several orders of magnitude larger than
the learning rate, which is typically chosen to be small, turn out
to be insensitive to gradient-based updates. From a computational
point of view, this just entails applying a constant multiplicative
factor in all distance-related SDN computations.
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Table 1: MeshRIR: Reverberation time (T30), Clarity (C80), Def-
inition (D50), Center time (ts), and Early Decay Time (EDT).

T30 C80 D50 ts EDT
Reference 0.395 15.6596 92.3548 17.7154 0.0437

D
SD

N Pre-optim 0.808 8.0633 78.1428 35.1 0.0982
L = 0 0.404 16.2073 93.9937 16.2225 0.0322
L = 6 0.452 15.9434 93.5167 16.6381 0.0355

Table 2: HOMULA-RIR: Reverberation time (T30), Clarity
(C80), Definition (D50), Center time (ts), and Early Decay Time
(EDT). With {∆r}, we denote distance correction.

{∆r} T30 C80 D50 ts EDT
Reference N/A 0.5818 18.8547 97.8042 6.7726 0.0041

D
SD

N

Pre-optim N/A 0.8927 12.7132 90.0311 19.3109 0.05
L = 0 × 0.4885 20.8139 98.2969 7.6645 0.0087
L = 6 × 0.5498 19.0282 97.7611 8.0415 0.0051
L = 0 ✓ 0.5222 20.0003 97.8991 6.5627 0.0040
L = 6 ✓ 0.5508 19.3521 97.7457 6.6504 0.0041

2.7. Summary

To recap, we optimize the following parameters:

• (Section 2.2) N vectors ỹk ∈ RK such that yk = |ỹk| + ϵ
(with the absolute value applied element-wise) are the charac-
teristic admittances parameterizing the Householder scattering
matrices;

• (Section 2.2) N scalars β̃k parameterizing zero-order wall fil-
ters Hk(z) = βk, where βk = 1/(1 + exp(−β̃k));

• (Section 2.2) N vectors βk = [βk[0], ..., βk[L]]
T parameter-

izing L-order wall filters as in (7);

• (Section 2.4) N(N − 1) unconstrained pressure extraction
weights wk,m ∈ R, one for each outgoing wave variable;

• (Section 2.5) (N2 + N + 1) correction terms ∆r∗,⋆, each
adjusting the length of the corresponding connection line by
up to ±∆rmax m.

2.8. Learning Objective

We minimize the loss function from [16], which was previously
used to optimize time-domain FDNs as to match spectro-temporal
features of a target RIR:

L = λ1LEDC + λ2LEDP + λ3LEDR, (16)

where LEDC is a normalized L2-loss between full-band Energy
Decay Curves (EDC) obtained via Schroeder’s backward integra-
tion [26], LEDR is a normalized L1-loss between mel-frequency
Energy Decay Relief (EDR) features expressed in dB, and LEDP

is a L2-loss between Soft EDP functions, i.e., a differentiable ap-
proximation of Abel and Huang’s Echo Density Profile (EDP) [27]
obtained by substituting the non-differentiable indicator function
with a scaled logistic function [15]. Weights λ1, λ2, and λ3 are
positive scalars that balance the magnitude of the three loss terms.

As in [15, 16, 17], the loss function is evaluated on the first
portion of the RIR, obtained by truncating the full response at the
estimated reverberation time. The minimization is carried out for
300 iterations using Adam optimizer [28], with a learning rate of
0.01 and default moving average hyperparameters.
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Figure 2: HOMULA-RIR: Floor plan of the “Schiavoni” room.
The source (in blue) is a Genelec 8020D loudspeaker; the receiver
(in red) is an omnidirectional eStick V3 microphone by Eventide
Inc. and Politecnico di Milano [31]. Overlaid in yellow, we depict
the approximating shoebox geometry used to initialize the SDNs.

3. EVALUATION

First, we select a RIR from MeshRIR [29], which was measured
in an empty cuboid room, with source and microphone positions
precisely controlled via a Cartesian robot [29]. Second, we focus
on a sparsely furnished irregular shaped room from HOMULA-
RIR [30], where distances were measured manually.

In our experiments, we set Fs = 16 kHz and c = 343 m/s. We
do not carefully tune random-incidence absorption coefficients,
e.g., through a grid search. Instead, we assume that all walls are
plastered. Hence, we set αk = 0.02, ∀k, based on the value listed
for the 250 Hz octave band in [22]. This deliberate (albeit arguably
naïve) choice is meant to highlight the advantage of automatic pa-
rameter estimation via gradient descent over laborious manual tun-
ing. Finally, we set the order of the wall filters to L = 6 in the
frequency-dependent absorption case.

All DSDNs are implemented in PyTorch and optimized on a
single NVIDIA Titan RTX with 24 GB of RAM. The source code
is publicly available online.1

Test I: MeshRIR. From MeshRIR [29], we select a RIR from sub-
set S1-M3969 associated to microphone index 1984. The cuboid
room has approximate dimensions 7.0 m × 6.4 m × 2.7 m. The
source, a DIATONE DS-7 closed loudspeaker, is located at co-
ordinates (2.0, 1.5, 0.0) m. We discard any leading silence that
exceeds the expected time-of-flight delay associated with the line-
of-sight distance rS,M = 2.5 m. The RIR is resampled from
48 kHz to 16 kHz and scaled to unit norm. DSDN training in-
volves discrete-time simulations where the SDN is fed a unit pulse
δ[n] and run for 0.38 s, equal to the average T60 reported in [29].

Test II: HOMULA-RIR. HOMULA-RIR [30] comprises multi-
channel RIRs recorded in the “Schiavoni” seminar room at Po-
litecnico di Milano. The room, whose floor plan in shown in Fig-
ure 2, is irregularly shaped and features four large windows that,
at the time of recording, were covered with heavy curtains. Fur-
thermore, the walls were partially covered with decorative boards,
and the room contained several tables and chairs. We select the
RIR from source S1, a Genelec 8020D loudspeaker located at
(2.28, 0.96, 1.2) m, to the furthest eStick V3 microphone located
at (3.67, 1.96, 1.2) m with respect to the origin located in the
bottom-left corner of the room. The RIR is resampled to 16 kHz

1https://github.com/ilic-mezza/differentiable-sdn/
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(a) Reference (b) Pre-optimization (c) DSDN (L = 0) (d) DSDN (L = 6)

Figure 3: MeshRIR: Mel-scale Energy Decay Relief (EDR) without distance correction.

Figure 4: MeshRIR: Schroeder’s Energy Decay Curves (EDCs).

Figure 5: MeshRIR: Losses as a function of the iteration index.

and scaled to unit norm. To instantiate the SDN distance param-
eters, we approximate the irregular room shape with a shoebox
enclosure of size 5.46 m × 14.52 m × 3.38 m, depicted in yel-
low in Figure 2. At each training iteration, the DSDN is run
for 0.58 s, equal to the T30 estimated from the target RIR using
pyroomacoustics.

Test III: HOMULA-RIR With Distance Correction. Given the
uncertainty coming from real-world distance measurements and to
account for the many nonidealities of the “Schiavoni” room, we
experiment with learning distance correction terms. Note that in
Test I and Test II, distances were kept fixed. Here, we optimize
∆r∗,⋆ by setting s = 10 and ∆rmax = 0.5 m (see Section 2.5).
Apart from this, the experimental setup follows that of Test II.

4. RESULTS

Figure 3 shows the 64-bin mel-scale EDRs of the MeshRIR test
case. Left to right, we depict the EDR of (a) the RIR (Reference),
(b) the SDN initialized as in [5] based exclusively on geometri-
cal assumptions (Pre-optimization), (c) the optimized DSDN im-
plementing frequency-independent wall absorption, L = 0, and
(d) the optimized DSDN implementing frequency-dependent ab-
sorption via learnable FIR filters, L = 6. Figure 4 shows the
corresponding EDCs in dB. Table 1 reports several ISO 3382 met-
rics [32]. Figure 5 shows the evolution of LEDC and LEDR over
300 training iterations, both for the case of frequency-independent
wall absorption (solid lines) and frequency-dependent wall absorp-
tion (dashed lines).

The EDRs in Figure 3 reveal that the SDN, before optimiza-
tion, exhibits nearly uniform decay across all mel bands, with
longer reverberation times at just about every frequency compared
to the target RIR. The optimized DSDNs more closely match the
reference EDR, though the choice of absorption model affects the
decay characteristics. When wall absorption is modeled with zero-
order FIR filters, the response at low frequencies is characterized
by a faster decay. In contrast, sixth-order FIR filters render low
frequencies with higher fidelity (cf. Figure 3a and Figure 3d).

The EDCs in Figure 4 demonstrate that both DSDNs signif-
icantly improve upon the pre-optimization model (orange dashed
line). Relative to the target T30 = 0.395 s, the estimated reverber-
ation times deviate by no more than 10 ms for L = 0, and by just
under 57 ms for L = 6. Up to approximately −30 dB, indeed, the
optimized DSDNs align with the reference EDC (blue solid line).
However, beyond this point, the RIR exhibits a change in slope that
the models fail to reproduce. While SDNs are perfectly capable of
modeling double-slope decay profiles [10], the observed discrep-
ancy is likely due to the choice of LEDC [15, 16, 17], which, being
a linear-scale L2-loss function, prioritizes the early portion of the
decay over the reverberation tail. Future improvements could in-
volve integrating a log-scale EDC loss term, similar to how spec-
tral losses are dealt with in [33], to better account for the decay of
low-amplitude late reverberation.

The loss curves in Figure 5 illustrate how the inclusion of FIR
wall absorption filters affects optimization. The addition of 36 ex-
tra parameters to the SDN increases its expressive power, though
using sixth-order FIR filters has little impact on the local mini-
mum reached by LEDC. Conversely, a notable improvement is
observed for LEDR. Moreover, this approach accelerates conver-
gence of both energy decay losses by a factor of 10, with results
previously obtained in 100 iterations being achieved after only 10
when learning frequency-dependent absorption filters.
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(a) Reference (b) Pre-optimization (c) DSDN (L = 0) (d) DSDN (L = 6)

Figure 6: HOMULA-RIR: Mel-scale Energy Decay Relief (EDR) without distance correction.

Table 1 indicates that this also leads to small yet consistent
improvements in Clarity (C80), Definition (D50), Center time (ts),
and Early Decay Time (EDT).

As for the HOMULA-RIR test case, Figure 6 shows the mel-
scale EDRs when distances are kept frozen, whereas Figure 7 il-
lustrates the effect of learning distance correction terms. Figure 8
shows the corresponding EDCs, Table 2 reports ISO 3382 metrics,
and Figure 9 shows LEDC and LEDR as a function of the itera-
tion index. Finally, Figure 10 depicts the evolution of the distance
correction terms throughout the optimization process; the line-
of-sight ∆rS,M is depicted in black, while the terms associated
to the first reflection bouncing off the kth wall, i.e., ∆rS,k,M =
∆rS,k +∆rk,M, are shown for k = 1, . . . , N .

In Figure 6 and Figure 7, whereas the pre-optimization model
exhibits a largely frequency-independent behavior, the optimized
DSDNs demonstrate notable improvements in capturing the time-
frequency characteristics of the target, particularly at very high and
low frequencies when learning sixth-order wall filters (Figures 6d
and 7b). SDN models though, either pre- and post-optimization,
appear to be characterized by few strongly excited resonant fre-
quencies, resulting in the comb-like behavior noticeable in the re-
spective EDRs. This is a well-documented issue with recursive
delay-network based artificial reverberators, which, in turn, results
in a metallic sound quality [18, 19, 34]. Notably, learning distances
along with FIR absorption filters appears to somewhat mitigate this
effect (see Figure 7b).

As previously noted for Figure 5, Figure 9 shows that filter
order affects the convergence of LEDR while having minimal im-
pact on the final value of LEDC. However, comparing Figure 5
with Figure 9a, we notice that LEDC is significantly larger in the
latter case than for MeshRIR, suggesting inaccuracies in the geo-
metrical prior when it comes to HOMULA-RIR.

Figure 9 also reveals that learning distances has little effect on
the trajectory of LEDR, aside from introducing jitter in the later
stages of training (see Figure 9b). In contrast, for LEDC, learning
distance correction terms dramatically improves the optimization
results, decreasing the error by more than two orders of magnitude.

The reason for this is to be found in Figure 8, where zoomed-in
regions of the plots show that errors in the line-of-sight and early
reflections are successfully compensated. Figure 10 confirms this,
showing that the correction terms use the entire available range,
with ∆rS,M stabilizing at a negative value within the first few iter-
ations. The early portion of the RIR is, in fact, where most of the
error is concentrated for DSNDs without distance correction. In-
deed, optimized DSDNs show an otherwise strong fit throughout
the EDC, regardless of the order of the wall filters. In turn, this
leads to remarkable improvements across all metrics in Table 2
compared to the baseline.

(a) DSDN (L = 0) (b) DSDN (L = 6)

Figure 7: HOMULA-RIR: Mel-EDR with distance correction.

5. CONCLUSIONS

In this paper, we introduced the first differentiable implementa-
tion of SDNs enabling gradient computation through automatic
differentiation. We demonstrated that optimizing delay-network
parameters such as scattering matrices, wall absorption filters, and
pressure extraction weights via gradient descent can improve the
modeling capabilities of SDNs over relying solely on geometrical
and physical priors. We showed that learning frequency-dependent
wall absorption filters enhances the energy decay relief of the out-
put, and accelerates convergence compared to optimizing full-band
random-incidence absorption coefficients. Moreover, we demon-
strated that it is possible to compensate for uncertainties in real-
world distance measurements by learning bounded correction terms
for the length of the SDN connection lines.

Beyond parameter estimation, differentiable SDNs can also be
integrated into deep learning models, either as layers of a neural
network or as components of a loss function. Furthermore, future
work will explore their use in VR/AR applications, thus taking into
account dynamic source–receiver positioning.
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