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ABSTRACT

For their low and constant computational cost, non-iterative meth-
ods for the solution of differential problems are gaining popularity
in virtual analog provided their stability properties and accuracy
level afford their use at no exaggerate temporal oversampling. At
least in some application case studies, one recent family of non-
iterative schemes has shown promise to outperform methods that
achieve accurate results at the cost of iterating several times while
converging to the numerical solution. Here, this family is contextu-
alized and studied against known classes of non-iterative methods.
The results from these studies foster a more general discussion
about the possibilities, role and prospective use of non-iterative
methods in virtual analog.

1. INTRODUCTION

Virtual analog provides digital twins of a variety of acoustic sys-
tems [1] and electronic circuits [2] responsible of the production
and manipulation of sounds. In spite of the niche it occupies
among many important application domains of numerical analy-
sis, virtual analog continues to stimulate the development and test-
ing of methods for the solution of ordinary differential equations
(ODEs) modeling the problem.

The role of such methods is pivotal. Since they operate be-
tween the ODE-based model and its software implementation, any
bottleneck caused by an erroneous choice or configuration of the
method propagates on the performance of the end product. Com-
pared to other application domains, accuracy is only one factor
determining the performances in virtual analog. These applica-
tions in fact additionally need to run in real time with no perceiv-
able latency and, more critical, they must respond instantaneously
and with realism to model parameter changes even when these are
operated abruptly by the performing musician. Accuracy, latency
and adaptation to parametric changes at runtime together represent
a challenging set of constraints a numerical method must meet for
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a virtual analog model to become a digital synthesizer or audio ef-
fect at the state of the art. Such constraints are further exacerbated
by the limited computational resources available when the virtual
analog software runs on dedicated hardware, such as a digital pi-
ano or stand-alone audio effect.

While feed-forward signal processing models are straightfor-
wardly mapped in corresponding software procedures [3] that do
not need numerical methods for their solution, conversely feed-
back structures propagating the signal with zero delay must often
be computed with the help of a solver when they contain one or
more tunable parameters [4] and/or one or more nonlinear maps
[5]: in fact, in both cases a structural transformation in a model-
equivalent feed-forward structure can be approximate or impos-
sible [6, 7]. After the Newton-Raphson (NR) method was long
believed to optimally accommodate virtual analog feedback struc-
tures [8, 9, 10, 11], only recently the selection of an optimal itera-
tive solver in Kirchhoff- and Wave-based models has been issued
by conducting rigorous formal analyses [12, 13, 14, 15].

Looking at efficiency, non-iterative solvers started to be con-
sidered by the virtual analog community as a practicable alterna-
tive to fixed-point and NR methods: provided they do not drift too
far away—perceptually speaking—from the trajectory of the exact
solution, the advantage they offer in terms of computation time can
counterbalance the higher accuracy an iterative method achieves,
yet often at the cost of many iterations. More importantly, non-
iterative solvers are supposed to guarantee constancy of the com-
putation time: this feature is especially desirable in virtual analog,
where unpredictable changes of the temporal latency at runtime
due to varying number of iterations made by, e.g., NR solvers, can
affect sound quality much more than numerical inaccuracy as that
potentially caused by a non-iterative method.

Among these solvers, a family of methods has been proposed
[16, 17] showing attractive characteristics of stability, accuracy
and computation time in benchmark case studies limited to uncou-
pled nonlinearities, such as diode-based clipping and ring modu-
lation. This family is waiting for a systematization and an at least
initial performance comparison against the numerous classes of
non-iterative numerical methods that have been object of research
for decades. For this reason, in Section 2 we pose a differential
problem that includes the aforementioned benchmark cases and
admits a numerical solution using different classes. After demys-
tifying the non-iterative assumption in Section 3, we classify this
family in Section 4. In particular we address exponential methods,
a non-iterative class that has not been object of attention in the
virtual analog community. Then, in Section 5 stability criteria are
recalled that are valid for the classes of interest. Finally, the per-
formances of four solvers belonging to such classes are compared
on a diode clipper and ring modulator in Section 6 using parame-
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ters that set both simulations at their stability limit; the results are
discussed in Section 7. Section 8 concludes the paper.

The main goal of this work is to set a rigorous framework
where the numerical features, stability properties and computa-
tional performance of non-iterative methods can be studied in fu-
ture research.

2. DIFFERENTIAL PROBLEM

Let us consider the following autonomous stiff ODE system in-
volving a vector of signals x(t) and a vector of nonlinear scalar
functions f(x) on the same signal

ẋ+ f(x) = 0, (1)

whose integral formulation is given by

x(t) = x(t0)−
∫ t

t0

f
(
x(u)

)
du. (2)

A numerical approximation of the solution of (1) with x(t0) =
z0 and sampling interval T is defined by a sequence {zn}0≤n≤N

such that zn ≈ x(nT ). The trapezoidal method is a basic implicit
method for its numerical solution having global second order, and
taking the form

zn+1 = zn − T

2
(f(zn) + f(zn+1)). (3)

Since the unknown vector zn+1 is present in (3) also as an argu-
ment of the nonlinearity, a numerical solution must be found. As
we said in the introduction, employing iterative methods such as
NR for computing the solution usually guarantees sufficient con-
trol on the accuracy of the results, provided the existence of favor-
able convergence properties [13]. At the same time, issues of con-
vergence speed of the iterative process may cause unpredictability
of the computation time.

3. TERMINOLOGY

The trapezoidal method, defined by (3), prescribes the value of
zn+1—the numerical solution of (1) at time (n + 1)T—only im-
plicitly. In other words, zn+1 cannot be determined by the simple
evaluation of the right-hand side of (3), since the latter depends
(non-linearly) in turn on zn+1. All methods sharing the same prop-
erty are thus termed implicit and, as already observed, involve the
use of iterative methods. Conversely, explicit methods are those
which are not implicit, namely those which provide the value of
zn+1 in terms of a defined sequence of mathematical operations
which depend only on zn, zn−1 and so on.

Recent jargon in the virtual analog field calls explicit meth-
ods non-iterative since they compute the term zn+1 without the
need of an iterative process. To be more precise, however, while
non-iterative methods do not require by own definition the use of
iterations, iterative processes can still be employed to compute
their numerical solution. For instance, certain classes of explicit
methods involve the solution of one or more linear systems when
applied to non-scalar ODEs. When these systems are small, a di-
rect (i.e., non-iterative) solver such as Gaussian elimination with
pivoting can be a valid option. However, for large and sparse lin-
ear systems iterative solutions are usually more efficient (see, e.g.,

[18] for an introduction to these algorithms). Thus, these meth-
ods might sometimes rely on iterative algorithms for solving linear
systems.

In the numerical analysis literature, explicit methods poten-
tially requiring the solution of a sequence of linear systems are
sometimes termed linearly implicit (or semi-implicit). This is be-
cause the sequence of linear systems is meant to replace the non-
linear solution occurring in implicit methods, and thus to avoid the
necessity to resort to iterative methods. In the following we will
adhere to the terminology specified by this literature.

4. SIMULATION METHODS

We consider four classes of non-iterative methods, whose mutual
relationships will be clarified at the end of the section.

4.1. Rosenbrock and Rosenbrock-Wanner methods

The fundamental idea introduced by Rosenbrock [19], already a-
dopted in virtual analog [20], is to perform just one step of the NR
method starting from zn in order to avoid issues of convergence of
the iterative process. This procedure defines the following linearly
implicit scheme (for multidimensional systems the fraction and di-
vision operators have to be interpreted as a multiplication by the
inverse appearing at the denominator)

zn+1 = zn − Tf(zn)

1 + T
2
f ′(zn)

, (4)

again global second order, which belongs to the broader family of
Rosenbrock methods. Indeed, he used this idea to build higher or-
der multistage methods, and after his seminal paper a lot of work
has been done around his proposal (a review can be found in [21]).
In particular, developments include the family of linearly implicit
Rosenbrock-Wanner (ROW) methods [22], which only use the Ja-
cobian f ′(zn) for the entire (n+1)-th step, regardless of the num-
ber of stages, and have strong stability properties. Their general
form is

(I + Tγiif
′(zn))Ki

= −Tf

(
zn +

i−1∑
j=1

αijKj

)
− Tf ′(zn)

i−1∑
j=1

γijKj ,

i = 1, . . . s,

zn+1 = zn +

s∑
i=1

biKi. (5)

Notice that (4) is obtained when s = 1, b1 = 1 and γ11 = 1/2.
An interesting example of a ROW method is implemented by the
ode23s MATLAB function. The implementation involves two
schemes having two and three stages, respectively. The compari-
son of the result obtained with both schemes at each temporal step
provides an estimate of the error, which is then used to adapt the
time step-size. Using the results in [23], the method can be refor-
mulated so as to minimize the number of matrix multiplications,
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as follows:

(I + Tdf ′(zn))K1 = −Tf(zn)

(I + Tdf ′(zn))K2 = −Tf

(
zn +

1

2
K1

)
− Tdf ′(zn)K1

zn+1 = zn +K2, (6)

(I + Tdf ′(zn))K3

= −Tf(zn+1)− e

(
K2 + Tf

(
zn +

1

2
K1

))
− 2(K1 + Tf(zn))

err ≈ K1 − 2K2 +K3

6
,

where d = 1

2+
√
2

and e = 6 +
√
2.

4.2. Rational approximation methods

By “rational approximation methods” we refer to single-stage meth-
ods whose idea is to approximate higher-order derivatives of the
numerical solution of (1) in terms of f and its derivatives. For
instance, one has

z′n ≈ −f(zn)

z′′n ≈ f ′(zn)f(zn)

z′′′n ≈ −f(zn)(f
′′(zn)f(zn) + f ′(zn)f

′(zn))

and so on. The general expression of a rational approximation
method has the form

zn+1 = zn +
pM (T )

qN (T )
, (7)

where the polynomials pM and qN have degrees M and N respec-
tively, and their coefficients are in turn multivariate polynomials in
the derivatives of f at zn.

In [17], but see also [16], the authors present a family of ra-
tional schemes suitable for the numerical solution of stiff ODEs
arising in virtual analog modeling. Each scheme of the family is
characterized by an index P = 0, 1, 2, . . . and takes the form

σ(P )(zn)
zn+1 − zn

T
+ g(zn)

zn+1 + zn
2

= 0, (8)

where g(x) = f(x)/x. As noted in [24], the presence of the
ratio f(x)/x causes a severe restriction on the applicability of the
scheme to multidimensional systems. Solving with respect to zn+1

yields

zn+1 = zn − Tzng(zn)

σ(P )(zn) +
T
2
g(zn)

= zn − Tf(zn)

σ(P )(zn) +
T
2
g(zn)

(9)
The scheme of index P has global order P+1 and involves deriva-
tives of f up to order P . According to [16], when P = 1 the
method becomes especially suitable for the simulation of audio
circuits. In this case

σ(1)(x) = 1 +
T

2
(f ′(x)− g(x)), (10)

and substituting in (9) yields (4). Hence, (8) when P = 1 is the
first method (4) proposed by Rosenbrock. When P = 2,

σ2(x) = 1 +
T

2
(f ′(x)− g(x)) +

T 2

12
((f ′(x))2 − 2f(x)f ′′(x)),

and substituting in (9) leads to the scheme

zn+1 = zn − Tf(zn)

1 + T
2
f ′(zn) +

T2

12
((f ′(zn))2 − 2f(zn)f ′′(zn)),

(11)
an expression showing that the scheme belongs to the family (7)
of rational approximation methods.

4.3. Exponential methods

Exponential methods define a non-iterative class that was specif-
ically developed to overcome the problem of stiffness [25]. They
are employed to solve semi-linear problems of the form

ẋ(t) = f(t, x(t)) = Lx(t) +N(t, x(t)), (12)

where L is a linear term which approximates the Jacobian of f .
This translates into requiring that the nonlinear term N is non- or
only mildly stiff. Exponential methods integrate the linear part L
exactly, so that its stiffness properties do not constitute an issue.

The subclass of exponential time-differencing (ETD) methods
are based on the use of the variation of constant formula, which
can also be obtained by observing that, from (12),

d(e−Ltx(t))

dt
= e−LtN(t, x(t)).

Indeed, integrating the latter from t = tn to tn+1 = tn + h gives

x(tn+1) = ehLx(tn) + ehL
∫ h

0

e(t−s)LN(tn + s, x(tn + s))ds.

The variation of constants formula above is exact, and what char-
acterizes a specific ETD method is the way the nonlinear term in
the integral is approximated. The simplest possible approximation
is defined by the constant Nn := N(tn, x(tn)), which gives the
Nørsett-Euler method, first derived in [26]:

zn+1 = ehLzn +
ehL − I

L
Nn. (13)

Research on ETD methods has not abated (see [27] for a general
review on exponential methods) and methods converging with or-
der up to 6 have been derived [28]. ETD methods are closely re-
lated to W-methods [29], which in turn were developed from the
class of Rosenbrock methods with the idea of avoiding the com-
putation of exact Jacobians at every time step. W-methods do not
belong to the ETD subclass, however they can be seen as an ap-
proximation of ETD methods, where the exponential and related
matrix functions are not computed exactly, but rather via Padé ap-
proximations.

For ODEs which cannot be formulated as (12) (that is, no
constant approximation L of the Jacobian is available), an alter-
native is to compute them using exponential Rosenbrock meth-
ods. To explain the idea behind them, for the sake of simplicity of
the notation, we consider autonomous ODEs of the form ẋ(t) =
f(x(t)). Exponential Rosenbrock methods treat the ODE as semi-
linear, with (varying) linear part Ln = ∂f

∂x
(zn) and Nn(x(t)) =
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R

DB

Rational approximation

2nd-order 3rd-order

ode23

Figure 1: Set relationships among considered methods. R: Rosen-
brock type; DB: Ducceschi-Bilbao; EXP: exponential. Dotted ele-
ments correspond to schemes studied in this paper.

f(x(t))−Lnx(t). In particular, the exponential Rosenbrock-Euler
method is defined by (13) with L being replaced by Ln:

zn+1 = ehLnzn +
ehLn − I

Ln
Nn. (14)

4.4. Relationships among the proposed methods

In conclusion, the proposed methods define three classes as in
Fig. 1. From here on we will label two-stage Rosenbrock (6),
second-order Rosenbrock (10) [17], third-order Ducceschi-Bilbao
(11) [16] and exponential (14) respectively as ODE23, DB I, DB
II, and EXP.

5. A- AND L-STABILITY

Let us reconsider (1) in which f(x) = −λx and x(t0) = 1 where,
for generality, λ ∈ C. This is known as the test equation. All
schemes introduced so far, when applied to the test equation, yield
a recurrence of the form zn+1 = R(w)zn, where w = λT . For
example, for the scheme (4) it is not difficult to check that

R(w) =
2 + w

2− w
. (15)

The function R is known as stability function of the method; the
set S = {w ∈ C : |R(w)| < 1} is its stability domain. A
scheme is called A-stable if the negative half of the complex plane
is contained in S. For example, the scheme (4) is A-stable since

|R(w)|2 =
α2 + β2 + 4 + 2α

α2 + β2 + 4− 2α
,

where α = ℜ(w) and β = ℑ(w), and obviously

α2 + β2 + 4− 2α > α2 + β2 + 4 + 2α ⇔ α < 0.

Besides (4), the schemes (6), (14) and (11) are all A-stable. An
important result, known as the Dahlquist barrier [30], states that
there does not exist a A-stable method whose order is larger than 2

c

+

−

x

C gD(·) gD(·)

R+

−

Figure 2: Diode clipper: electronic circuit.

in the class of constant coefficients linear multistep (LMS) meth-
ods. For example, the trapezoidal method is an LMS method of
the largest possible order. Of course, the method (11) is rational,
but not LMS. In turn, (4), (6) and (14) are not LMS methods.

If a method is A-stable and in addition limw→−∞ R(w) = 0,
then it is defined L-stable. An L-stable method works well for
those w with a large negative real part. Since

lim
w→−∞

2 + w

2− w
= −1,

the scheme (4) is not L-stable. Of the discussed schemes only
(6) is L-stable: its parameters d and e are set to guarantee this
property.

Although A- and L-stability are generally desirable (and often
considered to be necessary) properties, they cannot predict pre-
cisely the behavior of a method on a specific initial-value problem.
This is particularly evident if the function f in (1) contains strong
nonlinearities, since the stability function restricts the test to linear
equations.

6. CASE STUDIES

Four simulations, running ODE23, DB I, DB II, and EXP, are com-
pared in this section on two different analog effects using circuit
parameters as those adopted in [16, 17].

6.1. Diode clipper

The diode clipper in Fig. 2 is traditionally used as a test bed in
several virtual analog publications [20]. The two diodes form a
circuit nonlinearity, whose stiffness properties were formally an-
alyzed [11]. In particular, convergence in NR-based simulations
of this system has been shown to slow down, becoming poten-
tially critical when the resistance of either diode rapidly increases
against a negative applied voltage provided by the capacitor, in its
turn fed by the input signal c(t) [13].

Fig. 3 (top) plots the case where a 8 · 48 kHz sampling rate
is set, with a 16 V sinusoid at 2 kHz as input for all four simula-
tions. It can be observed that, due to the relatively high voltage,
this input creates some artifacts in correspondence of the afore-
mentioned critical working point of the diode which are largest for
EXP. At this input voltage the system is close to instability: for
instance, a 17 V sinusoid at 2 kHz, see Fig. 3 (bottom), causes an
unrecoverable drift of DB II however in presence of a more accu-
rate behavior of EXP; if set at 19 V, the same sinusoid provokes a
numerical explosion of the ODE23-based simulator (not displayed
in the figure).

6.2. Ring modulator

Thanks to a circuit loop connecting four identical diodes, the ring
modulator shown in Fig. 4 generates an output representing the
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Figure 3: Diode clipper: output signals from ODE23, DB I, DB
II, EXP simulations with a 16 V (top) and 17 V (bottom) input
sinusoid c(t) at 2 kHz; sampling rate set to 8 · 48 kHz.
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Figure 4: Ring modulator: electronic circuit.

product of two inputs, a modulator m(t) and a carrier voltage sig-
nal c(t)[31]. Also in this case, it has been shown that NR-based
simulators need a longer iterative process when the analog product
of the inputs becomes large, also depending on the magnitude of
the carrier signal, hence they critically slow down proportionally to
the output signal magnitude when the carrier signal is comparable
[13].

Fig. 5 (top) plots the case when a 8 · 48 kHz sampling rate is
set, with a 1.2 V modulating sinusoid at 4 kHz carried by a 0.7
V sinusoid oscillating at 4 kHz for all four simulations. It can be
observed that some small artifacts arise when using DB II in cor-
respondence of a point (at about 0.4 ms) where the computational
effort is highest. Also in this case, with these input parameters
the system is close to instability: increasing the amplitude of the
carrier sinusoid to 0.8 V, see Fig. 5 (bottom), again causes an un-
recoverable deviation of DB II yet with no loss of accuracy of the
other methods.
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Figure 5: Ring modulator: output signals from ODE23, DB I, DB
II, EXP simulations with a 0.7 V (top) and 0.8 V (bottom) input
carrier sinusoid c(t) at 8 kHz along with a 1.2 V input modulating
sinusoid m(t) at 4 kHz; sampling rate set to 8 · 48 kHz.

7. DISCUSSION

A comparison of the four methods performed on a Linux laptop
mounting twelve Intel(R) Core(TM) i7-10710U CPU @ 1.10GHz,
running Matlab 2024b in both studies, leads to the relative com-
putation times in Table 1 specifically referring to the stable sim-
ulations shown in Fig. 3 (top) and 5 (top). All such simulations
are ways faster than those based on NR, as ascertained by previous
literature [17]. Thanks to A- and L-stability, all methods are able

Table 1: Case studies: Relative computation times with oversam-
pling factor set to 8 · 48 kHz, leading to the plots in Figs. 6 and
7 (top). Unitary relative computation time corresponds to 0.25 s
(diode clipper) and 0.16 s (ring modulator) respectively for a 12 s
and 1 s simulation.

ODE23 DB I DB II EXP
Diode clipper 1.74 1.00 1.10 1.23

Ring modulator 2.19 1.00 2.06 6.17

to simulate critical behaviors that have been induced by injecting
especially high input voltages.

An inspection of the corresponding magnitude spectra, above
in Figs. 6 and 7 for the diode clipper and the ring modulator respec-
tively, shows high similarity in the audio band using the adopted
oversampling factor, yet with magnitude differences of the peak
components generated by DB I and especially DB II increasing
with frequency. Such differences produce peaks having approxi-
mately twice as many dB near the Nyquist frequency in the diode
clipper simulation; in parallel, they result in an oscillatory drift
caused by DB II when simulating the ring modulator. In the case of
DB II these drifts are explained by the inaccurate computation of
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Figure 6: Diode clipper: magnitude spectra from ODE23, DB
I, DB II, EXP simulations with an 8 V input sinusoid c(t) at 2
kHz; sampling rate set to 8 · 48 kHz (top) or to values resulting
in peak magnitude differences smaller than approximately 6 dB in
the [0,20] kHz frequency range (bottom).

the denominator in (11), negatively conditioning the correspond-
ing matrix inversion problem that becomes necessary in the multi-
dimensional case.

Overall, the observed spectral differences suggest a variable
numerical behavior of the four methods. We inspect in particular
the audio frequency band, by respectively selecting oversampling
factors capable of equalizing the spectral peaks resulting by each
method within an overall tolerance equal to approximately 6 dB
up to 20 kHz. The results are plotted below in Figs. 6 and 7, re-
spectively for the diode clipper and the ring modulator. In both
systems, we set the corresponding critical input c(t) to half the
amplitude keeping them close to instability, that is, 8 V instead of
16 V for the diode clipper and 0.35 V instead of 0.7 V for the ring
modulator. In this way, a sufficient range is created in which to set
the oversampling factor.

Table 2: Case studies: relative computation times and factors
oversampling 48 kHz leading to the plots in Figs. 6 and 7 (bot-
tom). Best performance in bold characters.

ODE23 DB I DB II EXP
Diode clipper: time 2.84 1.00 2.23 1.01
oversampling factor 5.83 3.33 6.66 2.92

Ring modulator: time 2.41 1.00 2.03 13.56
oversampling factor 1.17 1.00 5.42 1.67

Table 2 summarizes the performance of the methods we tested
on both systems. Concerning the diode clipper, DB I and then
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Figure 7: Ring modulator: magnitude spectra from ODE23, DB I,
DB II, EXP simulations with a 0.35 V input carrier sinusoid c(t)
at 8 kHz along with a 1.2 V input modulating sinusoid m(t) at 4
kHz; sampling rate set to 8 · 48 kHz (top) or to values resulting
in peak magnitude differences smaller than approximately 6 dB in
the [0,20] kHz frequency range (bottom).

EXP perform the best, with the longer time to compute one out-
put value in EXP being compensated by the smaller oversampling
factor; conversely, ODE23 performs the worst despite the smaller
oversampling factor that can be set compared to DB II. In the ring
modulator case, DB I wins in terms of both computation time and
oversampling factor, whereas EXP slips to the last position despite
a fair oversampling factor, meaning that the time to compute the
matrix exponentials in (13) becomes too long; DB II and ODE23
both show acceptable performances, even if the former requires
the largest oversampling factor in this case also.

8. CONCLUSIONS

In spite of its limited scope, our investigation on four methods
that do not explicitly expose an iterative solution—such as NR
does—speaks in favor of a significant dependence of their nu-
merical performances on the ODEs that need to be integrated.
Among such methods, second-order Rosenbrock seems to be the
best choice as long as the size of the differential problem is com-
pact, as previously suggested [17]. Exponential-Rosenbrock meth-
ods can also be used for the numerical solution of oscillatory [32]
systems; these systems find application for modeling, among oth-
ers, switching problems in musical acoustics—see e.g. [33]. In
parallel, Port-Hamiltonian systems have already proved to provide
explicit second-order passive guaranteed solutions [34, 35, 36].
More in general, passivity plays a key role for realizing stable vir-
tual analog systems thanks to theoretical tools such as the Lya-
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punov theory of discrete state-space systems [37].
The literature on non-iterative methods is certainly not restrict-

ed to those we examined here, and various recent works suggest
that the topic is still lively. For example, in [38] a parametric fam-
ily has been proposed allowing the selection of a global second-
order A-stable method originally proposed in [39]. Moreover, a
careful analysis of the parametric family allows the authors to de-
termine a new L-stable scheme of global second order. In [40] four
mixed Rosenbrock-exponential schemes are proposed for prob-
lems in the form ẋ = f1(x) + f2(x), where f1 and f2 are non-
linear. These schemes become convenient if either nonlinear func-
tion has a Jacobian J such that the linear system whose matrix is
I − TJ can be efficiently solved. Similarly, a recently proposed
family of methods exploits the idea of multiplying f by an operator
known as Time-Accurate highly-Stable Explicit (TASE) operator
[41]. As a simple example, applying implicit Euler to the test equa-
tion (see Section 5) yields the recurrence zn+1 = zn/(1 − Tλ);
the same recurrence results by applying explicit Euler to the equa-
tion ẋ − (1 − Tλ)−1λx. Here, (1 − Tλ)−1 = (1 + TJ)−1 is
the TASE operator. Explicit Runge-Kutta methods are normally
chosen among possible candidates to solve the modified equation,
requiring the computation of a certain number of linear systems
at every step. These methods show excellent stability, and to the
best of our knowledge, they have not yet been investigated in the
virtual analog field.
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