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ABSTRACT

This paper presents a method for synthesizing audio signals from
nonlinear dynamical systems exhibiting stable limit cycles, with
control over frequency and amplitude independent of changes to
the system’s internal parameters. Using the van der Pol oscillator
and the Brusselator as case studies, it is demonstrated how parame-
ters are decoupled from frequency and amplitude by rescaling the
angular frequency and normalizing amplitude extrema. Practical
implementation considerations are discussed, as are the limits and
challenges of this approach. The method’s validity is evaluated ex-
perimentally and synthesis examples show the application of tun-
able nonlinear oscillators in sound design, including the generation
of transients in FM synthesis by means of a van der Pol oscillator
and a Supersaw oscillator bank based on the Brusselator.

1. INTRODUCTION

Nonlinear dynamical systems are systems whose evolution over
time is governed by nonlinear differential equations. Unlike lin-
ear systems, nonlinear systems can exhibit periodic, quasiperiodic,
and chaotic behaviors, making them attractive for the synthesis of
complex waveforms. There is a vast amount of literature surround-
ing the use of nonlinear systems in sound synthesis (e.g. [1, 2, 3]),
often with a particular focus on modeling nonlinear phenomena in
musical instruments (e.g. [4, 5, 6]).

Stable limit cycles are one class of periodic solutions that can
arise in such systems. Due to their inherent periodicity, limit cy-
cles lend themselves as sources for pitched sound signals. Their
appeal lies in their often rich harmonic content, the availability
of parameters that alter timbre in complex ways, and the possi-
bility of extending them to quasiperiodic or chaotic regimes us-
ing nonautonomous modifications. However, it appears that much
of the existing literature treats them as incidental to the system’s
behavior rather than as a primary signal source for sound synthe-
sis. Furthermore, little attention has been given to the challenge of
making such systems tunable: in many nonlinear systems, param-
eters simultaneously influence the period, amplitude, offset, and
harmonic structure of the limit cycle. As a result, frequency can-
not be adjusted independently without distorting other aspects of
the signal in undesirable ways.

This paper presents a conceptually simple method that en-
ables the synthesis of antialiased and amplitude-normalized sig-
nals from limit cycles with arbitrarily chosen frequency and am-
plitude, both of which remain approximately stable even when the
system’s parameters vary over time. “Approximately” here refers
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to limitations introduced by numerical integration, convergence
time, and approximations of certain properties of the limit cycle.
The method is motivated in part by previous projects [7, 8, 9] that
use limit cycles in sound synthesis, but lack tuning stability.

Section 2 describes systems that are well-suited to audio signal
generation based on limit cycles and explores connections between
their mathematical form and their resulting waveforms. Section 3
presents the proposed approach for synthesizing tunable, normal-
ized, amplitude-stable signals from limit cycles, along with dis-
cussion of its prerequisites, limitations, and implementation con-
siderations. Section 4 evaluates the proposed method and show-
cases experimental applications of the method in audio synthesis.
Finally, Section 5 summarizes the main findings and outlines po-
tential directions for future work.

2. SYSTEMS EXHIBITING LIMIT CYCLES

This section focuses on autonomous systems of the form

dx

dt
= Φ1(x, y),

dy

dt
= Φ2(x, y),

(1)

where x(t) and y(t) describe the system’s state at time t, and Φ1

and Φ2 are nonlinear functions defining the system’s dynamics.
The state of the system at time t corresponds to a point (x(t), y(t))
in phase space. Its evolution over time traces out a trajectory de-
termined by the vector field defined by (1) and starting with initial
condition (x(0), y(0)).

A closed orbit is a trajectory that repeats itself at some pe-
riod T , such that (x(t + T ), y(t + T )) = (x(t), y(t)) for all t.
Such a closed orbit is called a stable limit cycle if it is isolated. In
other words, it attracts nearby trajectories and is therefore the only
closed orbit in its neighborhood.

In general, proving the existence of stable limit cycles is a non-
trivial task [10]. This paper focuses on systems in which a stable
limit cycle is proven to be globally unique by well-known theo-
rems or sufficiently isolated, meaning that no other nearby attrac-
tors can be reached through small perturbations. While nonlinear
systems can have multiple coexisting stable limit cycles (multista-
bility), such cases are avoided here to sidestep the additional com-
plexity associated with handling multiple regions of attraction. Al-
though multistable systems may offer interesting behavior for au-
dio synthesis, as will be mentioned in Section 5, they are beyond
the scope of this work.
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Figure 1: Limit cycles of the van der Pol oscillator for various µ.

2.1. Liénard Systems

Liénard systems are of the form

dx

dt
= y,

dy

dt
= −g(x)− f(x)y,

(2)

or, equivalently, in one-dimensional second-order form,

d2x

dt2
+ f(x)

dx

dt
+ g(x) = 0, (3)

where x is the system’s displacement at time t, f(x) is a damp-
ing function controlling how energy is injected into and dissipated
from the system, and g(x) is a restoring-force function controlling
the system’s tendency to return to equilibrium.

Liénard systems are of particular interest here because their
waveforms and the harmonic structure of their limit cycles can be
qualitatively inferred to some degree by inspecting the shapes of
f(x) and g(x). Additionally, under certain conditions, such sys-
tems are guaranteed to exhibit a unique, stable limit cycle accord-
ing to Liénard’s theorem [10]. The original version of Liénard’s
theorem requires that f(x) be even and g(x) be odd, which en-
sures that the resulting limit cycle is point-symmetric, as can be
visually verified by inspecting Figure 1. If the audio signal is syn-
thesized from the limit cycle by a linear projection, the resulting
wave only has odd harmonics. Recent generalizations, such as
those by Villari et al. [11] and Hayashi et al. [12], weaken the sym-
metry requirements on f(x) and g(x), such that point symmetry
of the limit cycle is no longer guaranteed.

2.1.1. Case Study: Van der Pol Oscillator

The van der Pol oscillator, introduced in 1920 by Dutch physicist
Balthasar van der Pol to model oscillating currents in triode cir-
cuits [13], is a classical example of a nonlinear system exhibiting
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Figure 2: Harmonics of a 100Hz wave synthesized by the van der
Pol oscillator with µ = 5 and projection (x(t), y(t)) 7→ x(t).

a stable limit cycle. It fits the forms of (2) and (3) with

f(x) = −µ
(
1− x2),

g(x) = x,
(4)

where the parameter µ ≥ 0 controls the system’s nonlinear damp-
ing. For µ = 0, the system reduces to a simple harmonic oscillator,
which has infinitely many periodic solutions but no limit cycle. For
µ > 0, the damping function causes the system to inject energy if
|x| < 1 and to dissipate energy if |x| > 1, giving rise to a limit
cycle where these effects balance [10].

Since f(x) is even and g(x) is odd, we expect the resulting
linearly projected waveform to be symmetric and contain only odd
harmonics. Figure 1 shows limit cycles for various µ. Figure 2
displays the harmonics of a 100Hz wave generated by the van der
Pol oscillator and confirms that only odd harmonics are present.

By relaxing the symmetries of f(x) or g(x), we can mod-
ify (4) to produce even harmonics in addition to odd ones. Impor-
tantly, these modifications must still follow the conditions estab-
lished in [12], which are omitted here for brevity. One of many
possible modifications is

f(x) = µ
(
1 + x− x2),

g(x) = ex − 1.
(5)

Figure 3 shows this modified oscillator’s harmonics.

2.2. Designed Systems

It is possible to design systems that have a unique, stable limit
cycle by construction. This can be useful, for example, when al-
lowing the damping parameter µ of the van der Pol oscillator to
be dynamically modulated in a synthesizer application, although
this also leads to a subtle but significant issue: As µ → 0, the
system converges to the limit cycle increasingly slowly and for
µ = 0, it reduces to a simple harmonic oscillator with magnitude
∥(x(t), y(t))∥. Depending on x and y, the waveform’s amplitude
can temporarily or permanently become much too small or much
too large.

One way to mitigate this, while approximately preserving the
van der Pol oscillator’s behavior at low µ, is to design a system
with a circular limit cycle and interpolate it with the original os-
cillator based on the value of µ. The circular limit cycle mimicks
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Figure 3: Harmonics of a 100Hz wave generated by the asym-
metrical Liénard system (5) with µ = 5.

the harmonic oscillator but additionally acts as an attractor. Such
a system can be defined in polar coordinates as

dr

dt
= R− r,

dθ

dt
= ω,

(6)

where R is the limit cycle’s desired radius, and ω is the angular
frequency. Transforming (6) to Cartesian coordinates yields

dxr

dt
= xr

(
R√

x2
r + y2

r

− 1

)
− ωyr,

dyr

dt
= yr

(
R√

x2
r + y2

r

− 1

)
+ ωxr.

(7)

Next, we recall the van der Pol equation from (4), rewrite it in
the two-dimensional form of (2), and interpolate it with (7) using
an interpolation factor τ to obtain

dx

dt
= τy − (1− τ)

dxr

dt
,

dy

dt
= τ

(
µ
(
1− x2)y − x

)
− (1− τ)

dyr

dt
,

(8)

where τ = min(µ, 1). For simplicity, we set ω = 1 and R = 2,
which is approximately equal to the magnitude of the x component
of the van der Pol oscillator’s limit cycle for all µ > 0 [14].

This serves as an example of a dynamical system designed
to exhibit a unique stable limit cycle with an appropriate shape.
More general approaches for constructing systems with arbitrarily
shaped limit cycles are described by Pasandi et al. [15].

2.3. Other Systems

Beyond Liénard-type and explicitly designed systems, there are
many other systems known to exhibit stable and unique, or suf-
ficiently isolated, limit cycles for certain parameter choices. Ex-
amples include the Rayleigh oscillator [16], the Duffing oscilla-
tor [17], and the Sel’kov glycolysis model [18].

2.3.1. Case Study: Brusselator

Another example is the Brusselator, a theoretical model of autocat-
alytic chemical reactions propsed by Prigogine and Lefever [19] in
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Figure 4: x(t) time series of Brusselator solutions with different
parameter choices.

1968 in Brussels. The system is governed by

dx

dt
= A− (B + 1)x+ x2y,

dy

dt
= x(B − xy),

(9)

where A and B are unitless parameters, originally representing
concentrations of two reactants.

The Brusselator exhibits a stable limit cycle if B > 1 +
A2 [20]. Unlike the van der Pol oscillator, it is not centered at
the origin of the phase plane. In fact, its location is a function of
both A and B. Furthermore, while the x component of the van der
Pol oscillator’s limit cycle has magnitude near 2 for all µ [14], the
shape and size of the Brusselator’s limit cycle varies significantly
for different A and B.

As can be seen in Figure 4, the Brusselator can be used to
synthesize waveforms resembling sawtooth waves to some degree.

3. SIGNAL SYNTHESIS

One factor limiting the practical use of limit cycle-based synthesis
is that parameter changes typically alter the period and amplitude
of the resulting signals in musically often inconvenient ways. In
this section, we derive a conceptually simple method for synthesiz-
ing audio signals from limit cycles at a desired frequency and am-
plitude which remain approximately stable under parameter modu-
lation. Further, the method’s limitations and some implementation
concerns are discussed.

3.1. Derivation

We begin by observing that the phase portrait of a simple harmonic
oscillator is a circle whose radius corresponds to the desired sig-
nal magnitude. For the purpose of this derivation, we treat limit
cycles as distorted and possibly translated deformations of this cir-
cular trajectory. To simplify the analysis, we ignore convergence
behavior and assume that the system’s state is on the limit cycle
and remains there at all times.

3.1.1. Period Compensation

For a sinusoid with unity amplitude and angular frequency ω, we
have

x(t) = sin(ωt), (10)
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Figure 5: Limit cycles of the Brusselator for different parameters.

where the angular frequency is traditionally defined as

ω =
2π

T
. (11)

Recognizing that the angular frequency is a ratio of the trajectory’s
angular period and the period T corresponding to the desired fre-
quency f , we can define a generalized angular frequency

ω̂ =
Tang(p)

T
, (12)

where Tang is the trajectory’s angular period as a function of pa-
rameter vector p. This vector consists of all system parameters that
affect the trajectory’s geometry. For example, for the van der Pol
oscillator, pVDP = (µ), and for the Brusselator pBrussel = (A,B).

Since nonlinear systems are not generally solvable in closed
form, we cannot expect a symbolic expression for Tang. Instead,
we will later discuss in Section 3.2.1 how to obtain approximations
for Tang numerically by estimating it from the system’s behavior.

3.1.2. Amplitude Normalization

Unlike the simple harmonic oscillator, whose amplitude we as-
sume to be normalized to ±1, the amplitude of a limit cycle can
vary significantly as system parameters change. For instance, as il-
lustrated in Figure 5, the Brusselator’s limit cycle not only shifts in
location, thereby introducing a DC offset, but also changes in size,
which can result in clipping and unwanted amplitude fluctuations
when parameters are modulated.

Assuming we know certain properties about the limit cycle,
normalization terms are easily devised. The quantities we are in-
terested in are the limit cycle’s extrema

γmin = min
t∈[0,Tang(p))

γ(t),

γmax = max
t∈[0,Tang(p))

γ(t),
(13)

where γ(t) is a projection of the system’s limit cycle onto the out-
put dimension. Based on these extrema, the waveform is centered
and scaled such that its amplitude extrema correspond to −1 and
1.

As with the angular period Tang, these extrema are generally
not available in closed form and must be estimated numerically,
which will be discussed later in Section 3.2.1.

3.1.3. Equation for Tunable and Stable Signal Synthesis

By devising normalization terms based on (13), using the general-
ized angular frequency (12), and using the projected limit cycle γ
as the source of the waveform, we arrive at the following expres-
sion for generating tunable, frequency- and amplitude-stable audio
signals from nonlinear oscillators for arbitrary parameters p:

γtuned(t) =
1

γmin − γmax︸ ︷︷ ︸
amplitude

normalization

(
γmax + γmin − 2︸ ︷︷ ︸

waveform centering

γ(ω̂t)︸ ︷︷ ︸
oscillator

)
. (14)

For systems whose limit cycle is point-symmetric and centered
at the origin, such as Liénard systems satisfying Liénard’s original
symmetry conditions, as introduced in Section 2.1, γmin = −γmax.
In such cases, (14) simplifies to

γtuned(t) =
γ(ω̂t)

γmax
. (15)

3.2. Implementation Considerations

Equations (14) and (15) are idealized in the sense that they pre-
sume the availability of the limit cycle, its angular period Tang, and
the extrema γmin, and γmax. While these quantities are not analyt-
ically available for most nonlinear systems, they can be approxi-
mated in various ways. The limit cycle itself can be approximated
by numerically integrating the system’s differential equations. To
reduce convergence time and avoid transients, initial conditions
(x(0), y(0)) should be chosen close to the known limit cycle.

3.2.1. Offline Step Counting

For certain well-studied systems, including the van der Pol oscilla-
tor and the Brusselator, analytical approximations for period [20,
21, 22] and amplitude [14] exist. However, these approximations
are often insufficiently accurate. Instead, an offline approximation
step can be applied, in which the system is numerically simulated
for a grid of parameter vectors p. For each configuration, the num-
ber of steps required to complete one full period is counted. Divid-
ing this step count by the numerical step size yields an estimate of
the angular period Tang(p). Similarly, γmin and γmax can be tracked
simultaneously. These values are then stored in a lookup table and
later used when synthesizing the waveform. The use of lookup
tables represents a practical tradeoff: While not the most elegant
solution in a theoretical sense, they enable a general approach that
can be easily adapted to a wide range of systems.

An obvious drawback of this method is that it does not scale
well with the number of parameters, as each new parameter intro-
duces an additional dimension to the lookup space. This can be
somewhat mitigated by sampling parameters that the limit cycle’s
geometry is less sensitive to at a lower resolution.

An interesting empirical observation emerged while construct-
ing the lookup tables for the angular period: using the same nu-
merical method for both step-counting and real-time synthesis led
to the lowest tuning error, even though the use of highly accurate
solvers and root-finding algorithms would be preferable in princi-
ple. It is not entirely clear why this phenomenon occurs but it is
suspected that some inaccuracies inherent to the chosen numerical
method might partially cancel out when used consistently in both
the step counting and synthesis stages.
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Unlike the approximation of Tang by step counting, determin-
ing γmin and γmax benefits from the use of more accurate methods.
If an extremum lies between discrete samples, coarse sampling
may underestimate the maximum amplitude and result in audi-
ble clipping. Alternatively, substepping around extrema or using a
“fudge factor” in the synthesizer can also mitigate this.

3.2.2. Sampling

To realize the generalized angular frequency (12) in the solver, the
time step size h must be adapted to the desired tuning frequency
f , sampling rate fs, and angular period Tang. Moreover, in highly
nonlinear regimes, solvers may become numerically unstable, es-
pecially for high f . This can be addressed by reducing the time
step by a substepping factor S and running the solver S times per
sample, giving

h =
fTang(p)

Sfs
. (16)

Additionally, the higher the nonlinearity, the more likely it is
that audible aliasing occurs. Oversampling arises naturally from
the substepping process: the intermediate states computed during
substepping can be collected, lowpass-filtered, and downsampled
to obtain an antialiased audio signal. However, both the required
substepping rate for numerical stability and the oversampling fac-
tor for effective antialiasing are difficult to predict in advance and
are best determined empirically

4. EVALUATION AND EXPERIMENTS

This section evaluates the method proposed in Section 3 by assess-
ing tuning accuracy and amplitude normalization for both the van
der Pol oscillator and the Brusselator. It also demonstrates the tun-
ing stability of the van der Pol oscillator under parameter modula-
tion. Finally, two examples are presented illustrating the van der
Pol oscillator and the Brusselator in sound design contexts. For all
oscillators, the projection (x(t), y(t)) 7→ x(t) was chosen.

4.1. Setup

4.1.1. Lookup Table Generation

Since there are no direct or rigorous ways to determine optimal
parameters for the lookup table generation, the parameters were
determined empirically to minimize tuning and amplitude normal-
ization error while keeping the offline preprocessing computation-
ally manageable. The system parameter ranges were chosen based
on numerical stability characteristics.

For the van der Pol oscillators, both the original and the mod-
ified one with a circular limit cycle at µ = 0, the angular period
lookup table was sampled over the parameter interval µ ∈ [0, 10]
with a spacing of 0.1, leading to a table size of 101. The sam-
pling was performed with an integration frequency of 1000Hz.
For each sample, the system was reset to initial condition (2, 0)
and was given one full period of “warmup time” to ensure that nu-
merical transients could decay and that the system could settle in
an equilibrium.

The Brusselator’s angular period and amplitude lookup tables
were sampled over the intervals A ∈ [1.35, 2.2] and B ∈ [6, 8]
with a spacing of 0.01 for A and 0.02 for B, resulting in a size
of 8686 entries per table. The integration frequency was chosen at
2000Hz. Initial conditions were chosen as (2.49, 2), which was

found by visual inspection of several limit cycle phase portraits to
be a point in the phase plane that is close to all limit cycles of the
parameter sets of interest. Two periods were chosen as “warmup
time” for most parameter sets. For A >= 2.1 and B <= 6.5,
it was found that the system converged slowly to the limit cycle,
resulting in measurable tuning and amplitude errors. To avoid this,
the number of warmup periods was increased to 6 for these param-
eter sets.

4.1.2. Oscillator Implementation

To ensure stable, accurate, and efficient audio synthesis, several
implementation decisions were made. The numerical method used
for both lookup table generation and real-time synthesis was a
second-order explicit Runge–Kutta integrator. While computa-
tionally inexpensive, this method suffers from accuracy and stabil-
ity limitations when applied to stiff equations. Consequently, the
van der Pol oscillator was restricted to a maximum frequency of
2500Hz and a maximum µ of 10, while the Brusselator was lim-
ited to 1000Hz with A ∈ [1.35, 2.2] and B ∈ [6, 8]. Tests using a
fourth-order Runge–Kutta and a three-stage Rosenbrock–Wanner
solver showed no significant improvements for the Brusselator.

The oscillators were implemented with a substepping factor
of 24 for numerical stability. Increasing the substepping factor fur-
ther appeared to yield diminishing returns. Initially, parameter val-
ues were linearly interpolated between substeps, but this approach
introduced tuning and amplitude inaccuracies. Better results were
obtained by holding parameters constant across all substeps con-
tributing to a single output sample.

To suppress aliasing, oversampling by a factor of 12 was em-
ployed in conjunction with an eighth-order Butterworth lowpass
filter. Given the substepping factor of 24, every second numeri-
cally computed sample produced during substepping was collected
into a buffer, filtered, and then downsampled to generate the final
audio signal.

Finally, interpolation for values between lookup table entries
was performed using linear interpolation for the one-dimensional
parameter spaces of the van der Pol oscillators and bilinear inter-
polation for the two-dimensional tables of the Brusselator.

4.2. Tuning Accuracy

The oscillators were tested for tuning accuracy by sweeping their
parameter spaces at differnt frequencies and recording the maxi-
mum absolute and relative deviation from the tuning frequency.

For the van der Pol oscillators, the largest relative error was
found at a tuning frequency of 1790Hz with µ = 10, where the
measured frequency was 1805.92Hz, corresponding to an error
of approximately 0.889%. A higher absolute error of 21.6Hz, or
approximately 0.863% relative error, was found at a tuning fre-
quency of 2500Hz with µ = 8.3. By comparison, the analyt-
ical approximation to to the van der Pol oscillator’s period pub-
lished in [21] is slightly more accurate at high µ, giving a mea-
sured frequency of 1803.55Hz for a tuning frequency of 1790Hz,
corresponding to a relative error of approximately 0.757 %. For
lower µ, however, this approximation becomes progressively inac-
curate. For example, for µ = 5 and a tuning frequency of 2000Hz,
the measured frequency was 2026.8Hz, giving a relative error of
1.34 %. Using the numerically determined lookup table for the
period, a frequency of 2004.2Hz was measured, amounting to
0.21 % relative error.
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Figure 6: Spectrogram of the van der Pol oscillator with f =
200Hz and µ changing from 0 to 8.

The Brusselator, despite having a limit cycle that undergoes
more pronounced deformations under parameter modulation, has
better tuning accuracy than the van der Pol oscillators. Overall, its
measured frequency is within ±2Hz of the tuning frequency for
most parameter choices and tuning frequencies. The most extreme
tuning errors were found with parameter B at its maximum of 8.
With A = 2.2, the maximum absolute tuning error was found at a
tuning frequency of 1000Hz with a measurement of 997.2Hz and
0.28 % relative error. Tuning error increased as A was reduced
with a maximum detuning of −4.5Hz at A = 1.35, corresponding
to a relative error of 0.45%.

4.3. Tuning Stability

Tuning stability was evaluated by synthesizing a continuous five-
second tone using a van der Pol oscillator tuned to 200Hz. Over
this duration, its tuning was not changed, while the damping pa-
rameter µ was linearly swept from 0 to 8. Figure 6 depicts the
resulting spectrogram and shows no significant pitch instability.

4.4. Amplitude Normalization Accuracy

The accuracy of amplitude normalization was investigated by syn-
thesizing waveforms of the implemented oscillators and measuring
the difference between the highest peaks and unity.

For the van der Pol oscillators, no sophisticated amplitude
normalization was implemented since their limit cycles are point-
symmetric and their maximum of x is close to 2 for all µ. Conse-
quently, it was assumed that using a gain normalization factor 0.5
would be sufficient to avoid clipping. However, it was measured
that the largest magnitude of 1.209 occurs at at µ = 10 and a tun-
ing frequency of 2500Hz. The addition of a correction factor of
0.828 counteracted the clipping issue but also reduced the magni-
tude, to approximately the same quantity as the correction factor
for low frequencies and low values of µ.

Despite already adjusting the amplitude using the values mea-
sured in the offline processing step, the Brusselator too exhibited
undesirably high magnitudes. The magnitude observed was 1, 205
for A = 1.35, B = 8, in the frequency range of 170Hz to 200Hz.
As with the van der Pol oscillators, the addition of an additional
correction factor prevented clipping but reduced the signal magni-
tude to significantly below unity for other frequencies and param-
eter choices.

In both oscillators, these issues arise in settings where the sys-
tems are highly stiff and evolve rapidly, leading to two main prob-
lems. First, as mentioned in Section 3.2.1, when the system’s dy-
namics evolve quickly, the limit cycle’s actual extrema may fall
in-between two sample points, leading to an underestimation of
the waveform’s magnitude, and therefore insufficient gain reduc-
tion. Second, in stiff regimes, especially at high frequencies, the
solvers operate at the limits of their numerical stability. In such
nearly-unstable scenarios, high-frequency, often inaudible, noise
is introduced by numerical artifacts and pollute the synthesized
audio signal. While more sophisticated and computationally ex-
penive solvers would mitigate these effects, they can also be ad-
dressed by using a frequency- and parameter-dependent correction
function in place of a constant correction factor, or by simply lim-
iting the maximum oscillator frequency further.

4.5. Van der Pol Frequency Modulation

Frequency modulation (FM) synthesis is traditionally performed
using sinusoidal oscillators [23] due to their harmonic simplic-
ity. However, the van der Pol oscillator approximates a simple
harmonic oscillator at low values of µ, especially in the modified
variant introduced in Section 2.2, which retains a circular limit cy-
cle even at µ = 0. This makes it a promising candidate for FM
synthesis, with the added benefit of enriching the spectrum con-
trollably through the parameter µ.

An FM synthesizer was constructed with two carriers, each
driven by a separate modulator, all of which were sinusoidal. Pa-
rameter values were chosen to produce bell-like tones. In the first
experiment, the carriers were replaced with van der Pol oscillators
whose µ values were modulated by a decaying envelope, starting at
µ = 2 and decreasing to zero within 200ms. The excitation enve-
lope was also shortened, and the base frequency slightly lowered.
The resulting sounds had more energy in the transients, making
them percussive and metallic. These transients emerged naturally
from the nonlinear response of the oscillator depending on µ.

In a second experiment, the modulators were also replaced by
van der Pol oscillators with µ = 9. This configuration produced
distorted, “thumpy” metal impact sounds with a rougher spectral
texture, showcasing the oscillator’s potential for nonlinear modu-
lation effects beyond purely sinusoidally-based FM synthesis.

4.6. Brusselator Supersaw

The Supersaw waveform, famously introduced by Roland’s JP-
8000 and JP-8080 synthesizers, consists of several detuned saw-
tooth oscillators playing at once. The Brusselator’s limit cycle also
exhibits a waveform resembling a sawtooth, as discussed in 2.3.1,
suggesting its potential use in a Supersaw-style configuration.

To evaluate this potential, a synthesis setup modeled after Sz-
abo’s analysis of the original Supersaw [24] was implemented,
consisting of seven detuned sawtooth oscillators. A second version
of the patch replaced the sawtooth oscillators with Brusselators.

At parameter settings near A = 2.2, B = 8, which are the up-
per bounds supported by the implementation, the resulting sound
closely matched that of the traditional Supersaw. As B was re-
duced from 8 to 6, the overall timbre became softer, similar to the
effect of a gradually lowering low-pass filter.
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5. CONCLUSION

This work investigated the synthesis of audio signals from nonlin-
ear dynamical systems exhibiting stable limit cycles. Two repre-
sentative systems, the van der Pol oscillator and the Brusselator,
were studied as case examples. A method was proposed that en-
ables tuning the oscillator frequency and amplitude and keeping
them stable independently of changes to the underlying system’s
parameters. This approach was derived from the geometry of the
limit cycle and discussed with respect to its practical implementa-
tion, including normalization, lookup table generation, and over-
sampling. The method’s accuracy and its limitations were assessed
quantitatively and qualitatively by example.

Synthesis examples demonstrated that tunable nonlinear os-
cillators lend themselves well to creative sound design. In an FM
synthesis context, the van der Pol oscillator served as a rich tran-
sient generator for percussive and impact-like sounds. The Brusse-
lator, whose waveform resembles a sawtooth for certain parameter
ranges, was used in a Supersaw-style oscillator bank. For specific
configurations, it was found to be similar to a standard sawtooth-
based Supersaw, whereas certain choices of parameter values ex-
hibited lowpass characteristics.

5.1. Future Work

Several directions remain open for future exploration. One partic-
ularly interesting area is the use of multistable systems with more
than one stable limit cycle. The method presented here is already
applicable to such systems, provided that each stable limit cycle
is treated as a distinct oscillator with its own lookup tables and
numerical solver. Synthesizing audio signals from multiple limit
cycles simultaneously enables many creative possiblities, such as
tuning each attractor to a different frequency to form chords, or to
the same frequency to produce layered unison textures. However,
when generating the lookup tables for a multistable system, the
initial conditions must be chosen carefully to ensure convergence
to the intended attractor, especially when the basins of attraction
are narrow. Furthermore, if an oscillator in a multistable system
is perturbed from its trajectory, for example by a driving force, it
can switch trajectories and settle into a different limit cycle. Such
switching behavior should either be avoided or detected in real
time so that the appropriate limit cycle’s lookup tables can be ap-
plied dynamically.

An additional direction for future work lies in studying the
chaotic behavior that arises from nonautonomous modifications of
nonlinear oscillators, such as the addition of driving forces, de-
layed feedback, audio-rate parameter modulation, and oscillator
coupling. While modifications of this kind are well known in dy-
namical systems theory and have been explored in audio process-
ing and sound design, it remains to be studied whether tunable
oscillators exhibit novel behaviors under such conditions.

Finally, another direction for future research is to overcome
the stability constraints of numerical integration methods, which
currently limit the applicability of the presented approach. Nonlin-
ear oscillators often exhibit significant stiffness over part of their
parameter space, leading to constraints on the usable frequency
and parameter range. A deeper investigation into numerical meth-
ods optimized for real-time synthesis of stiff nonlinear systems
may help extend the practical applicability of these techniques.
If such methods reduce the need for substepping, this may also
open the door to using bandlimited ramp (BLAMP) techniques

as an alternative or improvement to oversampling for antialias-
ing. This could be especially beneficial for oscillators with near-
discontinuities, such as the Brusselator.

5.2. Supplementary Materials

The implementation, audio examples, and supplementary mate-
rials, including Pure Data objects, example patches, and Python
scripts used in evaluation, are available at https://wolframw.
github.io/stable-limit-cycles/.
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