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ABSTRACT

We present a Neural-Driven Multi-Band Processor (NDMP), a dif-
ferentiable audio processing framework that augments a static six-
band Parametric Equalizer (PEQ) with per-band dynamic range
compression. We optimize this processor using neural inference
for two tasks: Automatic Equalization (AutoEQ), which estimates
tonal and dynamic corrections without a reference, and Production
Style Transfer (NDMP-ST), which adapts the processing of an in-
put signal to match the tonal and dynamic characteristics of a refer-
ence. We train NDMP using a self-supervised strategy, where the
model learns to recover a clean signal from inputs degraded with
randomly sampled NDMP parameters and gain adjustments. This
setup eliminates the need for paired input—target data and enables
end-to-end training with audio-domain loss functions. In the in-
ference, AutoEQ enhances previously unseen inputs in a blind set-
ting, while NDMP-ST performs style transfer by predicting task-
specific processing parameters. We evaluate our approach on the
MUSDBI18 dataset using both objective metrics (e.g., SI-SDR,
PESQ, STFT loss) and a listening test. Our results show that
NDMP consistently outperforms traditional PEQ and a PEQ+DRC
(single-band) baseline, offering a robust neural framework for au-
dio enhancement that combines learned spectral and dynamic con-
trol.

1. INTRODUCTION

With the rise of short-form content, podcasting, and online music
production, there is increasing demand for tools that deliver studio-
quality audio with minimal manual effort. Traditional EQ methods
often require expert tuning and are not easily adaptable to diverse
content. This motivates learning-based approaches that provide
automatic, context-aware enhancement while lowering the barrier
to high-quality sound. Equalization (EQ) [1]] is a critical compo-
nent of audio processing that allows for the precise adjustment of
tones to improve the clarity and balance of a recording. Often
used by audio mixing engineers for audio or music production, it
manipulates the acoustic characteristics of individual recordings
or complete compositions. EQ does it by enhancing or reducing
specific frequency bands in that recording by modifying the EQ
parameters. It also ensures that multiple recordings from various
instrumental sources like guitar, drums, piano, etc or vocals from
singers do not overlap in the same frequency space. In addition
to attaining tonal balance, EQ plays a vital role in accentuating
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the distinct timbral aspects of various instrumental sources or vo-
cals, which results in the overall clarity and definition of the final
produced mix.

The Parametric Equalizer (PEQ) [2] is one of the most of-
ten used equalization techniques in audio production. It gives
users a great deal of control and versatility, allowing them to mod-
ify the EQ parameters like gain, frequency, and Q-factor (band-
width) across multiple frequency bands. It comprises various fil-
ters like shelving, peaking, high or low pass filters [3], etc, each
handling individual frequency bands to adjust the tonal balance of
the recordings precisely. It has become an integral part of studio
and live music scenarios due to its minimum latency and real-time
adaptability [4]. Traditional PEQs, on the other hand, work with
the EQ parameters that don’t change throughout the music or au-
dio. This signal’s inherent static nature becomes a big problem
in dynamic audio situations where the signal’s spectral and tem-
poral properties constantly change. For example, an audio signal
with many transients, like drums or percussion instruments, needs
to be adjusted rapidly to keep clarity and balance. Similarly, dy-
namically varying content that changes quickly, like vocals with
fluctuating intensity or instruments [5] with a wide tonal range,
demands real-time adaptability to preserve their natural quality.
These problems are not addressed by static EQs, which often lead
to sonic shifts, lost information, and an inability to respond cor-
rectly to quick changes in sound.

To address these limitations, audio engineers often use a com-
bination of PEQ and Dynamic Range Compression (DRC), a tech-
nique designed to control the amplitude envelope and improve bal-
ance in dynamically varying signals. DRC modifies gain based on
the signal’s amplitude and is particularly useful for transient-rich
material when static EQs alone are insufficient. Despite their ef-
fectiveness, PEQ and DRC remain predominantly manual tools,
requiring expertise from audio engineers or relying on rigid, rule-
based presets that lack flexibility for automated processes. More-
over, existing implementations are rarely designed for seamless
integration into machine learning pipelines. The potential for pre-
dicting and optimizing these control parameters in such pipelines
remains largely underexplored. In this work, we introduce the
Neural-Driven Multi-Band Processor (NDMP), a unified frame-
work that combines the static tonal shaping of PEQ with per-band
dynamic range compression, both controlled by a neural network.
As illustrated in Figure[T] the system processes raw audio by ap-
plying static PEQ followed by compressor settings across six fre-
quency bands. NDMP parameters are predicted once per input
segment by a neural network trained end-to-end to match refer-
ence tonal and dynamic characteristics. While the processing it-
self is not dynamically adaptive in real time, the neural network
enables learned content-aware control, simulating dynamic behav-
ior across segments.
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Figure 1: Our proposed Neural-Driven Multi-Band Processor (NDMP) combining a six-band Parametric Equalizer (PEQ) with per-band
Dynamic Range Compressor (DRC) for enhanced tonal and dynamic shaping.

We propose an end-to-end, fully differentiable neural network
framework that enables NDMP to predict PEQ and DRC parame-
ters for content-aware audio processing. This framework is eval-
uated on two key audio processing tasks: automatic equalization
(AutoEQ), where NDMP predicts and applies tonal adjustments
without a reference signal, and production style transfer (NDMP-
ST), where NDMP transforms neutral audio to match a production-
style reference using segment-level parameter prediction.

The remainder of this paper is organized as follows: Section|2]
reviews related work in EQ and style transfer. Section [3] presents
our methodology, detailing our proposed NDMP strategy. Sec-
tions [4] and [3] describe the model architecture and training setup,
while Section [6] discusses the results. Finally, Section [7] sum-
marises contributions and future works.

2. RELATED WORK

In this section, we briefly describe the previous literature in view
of automatic equalization for EQ and style transfer on various au-
dio production tasks.In automatic equalization, the focus was on
developing EQ matching systems. EQ matching [0] is a process
where we automatically adjust the EQ parameters to match the
spectral qualities of a reference or target audio signal. This match-
ing can be used based on individual stems like instruments, vocals
or on the multi-track mixture for intelligent music production sys-
tems, as shown in [7,[1]. In [8]], a graphical equalizer was used
with fixed-frequency filters to provide precise control of specific
frequency bands, inferring only the gain values. [3] introduced ef-
ficient filter construction using second-order peaking and shelving
filters, highlighting near-log-magnitude self-similarity properties.
Neural extensions to this formulation were proposed in [9}[10,[11],
where networks predict gain parameters using parameter-domain
loss functions. These methods are efficient and robust due to the
convex nature of gain optimization and the strong correlation be-
tween EQ parameters and magnitude response. [12]] proposed
a CNN-based end-to-end model that learns content-aware trans-
formations to approximate equalization targets without explicitly
computing transfer functions. In [4], differentiable biquad filters
were introduced to design a neural parametric equalizer. This ap-
proach was inspired by the Differentiable Digital Signal Process-
ing (DDSP) framework [13], using spectral losses to guide per-
ceptually meaningful parameter prediction. In the context of style
transfer, [14]] introduced DeepAFX-ST, combining a parametric
equalizer (PEQ) and a dynamic range compressor (DRC) into a

differentiable framework. The system learns control parameters
for tonal and dynamic effects, achieving content-aware transfor-
mations by directly optimizing in the audio domain. While this
work pioneered end-to-end differentiable modelling of tonal and
dynamic effects, its focus was on reference-style matching with
effect conditioning.

Recent works [15,[16}[17] have also explored style transfer us-
ing self-supervised or unsupervised models that predict audio pro-
cessor parameters for transforming raw input into a stylized output.
These include EQ, DRC, distortion, and reverb, often implemented
with differentiable modules to capture subtle interactions between
effects.

While prior work has advanced EQ matching and style trans-
fer with neural and differentiable methods, few approaches have
explored predicting both EQ and compression parameters jointly
without style labels or reference conditioning. Our proposed
NDMP framework fills this gap. NDMP learns to predict static
PEQ and per-band DRC parameters directly from audio segments
in a self-supervised fashion. Although NDMP does not dynami-
cally adapt parameters during runtime, its learned predictions em-
ulate dynamic control over tone and loudness across varying mu-
sical content.

We evaluate NDMP on two key tasks: automatic equalization
(AutoEQ), where the model enhances unseen inputs without a ref-
erence; and production style transfer (NDMP-ST), where NDMP
transforms input audio to adopt a production-style profile via tai-
lored parameter prediction.

3. METHODOLOGY

This section introduces our proposed Neural-Driven Multi-Band
Processor (NDMP), a differentiable audio effect pipeline com-
posed of Parametric Equalization (PEQ) and per-band Dynamic
Range Compression (DRC). We first describe the underlying PEQ
and DRC effects and their differentiability and then present how
NDMP is formulated and used for automatic equalization and style
transfer tasks.

3.1. Parametric Equalization (PEQ)

Parametric Equalizers (PEQs) are commonly implemented as cas-
caded biquad filters [4} S]], also known as second-order IIR fil-
ters [2]]. Each filter is parameterized by:
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Figure 2: AutoEQ Model Architecture

¢ Center/Cutoff Frequency (f.): the central or cutoff fre-
quency of the filter.

¢ Gain (g): the amplitude adjustment for the band (in dB).

¢ Q-Factor (Q): the bandwidth control relative to the center
frequency.

The filter’s transfer function is:

_ bo + blz_l —|— b22_2
T 1l4a1z 4+ agz2

H(z) (€3]

where {b; } and {a;} are coefficients determined via bilinear trans-
form to simulate analog response [18].

We use a six-band PEQ configuration from [14]], comprising
one low-shelf, one high-shelf, and four peaking filters. These
are implemented using the differentiable audio DSP toolkit dasp-
pytorch Each filter’s coefficients {b; }, {a;} are computed from
the normalized parameters f., g, and Q) using standard digital filter
design formulas derived via bilinear transformation [18]. In prac-
tice, the neural network predicts normalized values, which are then
mapped to physical filter parameters and converted into biquad co-
efficients as part of the differentiable processing chain.

3.2. Dynamic Range Compression (DRC)

It is a fundamental audio processing technique used to control the
dynamic range of a signal by attenuating its amplitudes when they
exceed a specified threshold. DRC operates using a gain com-
puter and a ballistics filter, which smooths abrupt changes in gain
over time. We use a differentiable compressor design adapted from
[19] using a single-pole IIR smoothing filter. We follow a similar
strategy in which we simplify the design by approximating the at-
tack and release time constants with a unified constant (o) shown
in equation 2]

yeln] = ayr[n 1]+ (1 - a)zr[n] @)

Uhttps://github.com/csteinmetz 1 /dasp-pytorch

where x 1, [n] = z¢[n] — ya[n] represents gain reduction and « is
a shared time constant.
The key compression parameters include are as follows:

¢ Threshold (Th): The dB level above which compression
starts.

Ratio (R): It specifies the amount of compression applied
to signals exceeding the T'h. For example, a ratio of 4:1
indicates that for every 4 dB, the input signal exceeds the
threshold and the output level increases by 1 dB.

¢ Attack/Release Times (7, 7,-): It shows how fast the com-
pressor engages/disengages. Short attack times are suitable
for transient signals (e.g., drum hits), while longer times
preserve the natural dynamics, whereas short release times
return the signal to its original dynamics quickly, while
longer times ensure smoother transitions.

¢ Knee: It determines the smoothness of the compression on-
set. A hard knee applies compression abruptly once the
threshold is exceeded, while a soft knee results in a gradual
transition.

¢ Makeup Gain (G,,): A gain added after compression to
restore perceived loudness.

These high-level control parameters: threshold (7'h), ratio (R),
attack/release times (74, 7), knee, and makeup gain are inter-
nally converted to smoothing coefficients and gain curves used in
the differentiable implementation of Equation 2] following the ap-
proach of [14].

3.3. Differentiable Audio Effects

In our work, we propose a neural differentiable DEQ. This frame-
work combines parametric equalization and dynamic range com-
pression into a unified, fully differentiable system. By integrat-
ing these audio effects as differentiable operators, our approach
supports gradient-based optimization for seamless training within
neural networks.
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Figure 3: NDMP-ST Model Architecture adapted from [[14]]

A differentiable audio effect f(x; 6) supports gradient compu-
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This enables end-to-end neural network training via backpropaga-
tion, optimizing parameters for PEQ (g, f., Q) and DRC (Th, R,
Ta> Tr, Gm). By integrating differentiable PEQ and DRC, NDMP
becomes trainable end-to-end using backpropagation.

3.4. NDMP:Neural-Driven Multi-Band Processor

NDMP combines a six-band static parametric equalizer (PEQ) and
band-wise dynamic range compressor (DRC) into a single differ-
entiable audio processor. In training, the input audio is degraded
using random NDMP parameters and random gain, while the net-
work learns to recover the original audio by predicting the cor-
responding PEQ and compressor parameters. This enables the
model to learn both tonal and dynamic adjustments without re-
quiring paired input-target data.

We have used NDMP in two distinct tasks: (1) AutoEQ,
which performs blind estimation without access to a reference sig-
nal. In the AutoEQ setting, the model predicts NDMP parameters
that process the input towards a corrected tonal and dynamic bal-

ance, aiming to compensate for degradations or random processing
introduced during training; and (2) NDMP-ST (Style Transfer),
where the model receives both an input and a reference signal and
learns to predict NDMP parameters that transform the input audio
to match the style (tonal and dynamic characteristics) of the refer-
ence. In both cases, NDMP predicts a distinct, fixed set of equal-
ization and compression parameters for each frequency band, and
these parameters remain constant throughout each processed audio
chunk. The key distinction is that NDMP-ST leverages a reference
signal for style matching, while AutoEQ infers processing param-
eters in a completely reference-free (blind) manner.

Tables [T]and [2] summarize the EQ and compression parameter
ranges used in our NDMP formulation.

Table 1: EQ parameters for NDMP used in both AutoEQ and
NDMP-ST.
Parameter Min Max Bands
Gain (dB) -20 20 All bands
Cutoff f. (Hz) 20 21050 Band-specific
Q-Factor 0.1 6.0 All peaking/shelving
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Table 2: Compression parameters for NDMP (used in NDMP-ST).

Parameter Min Max
Threshold (dB) -60 0
Ratio 1.0 10.0

Attack Time (ms) 1.0 100.0
Release Time (ms) 10.0  500.0
Knee (dB) 0.0 12.0
Makeup Gain (dB) 0.0 12.0

4. MODEL ARCHITECTURE

This section outlines the architectures of the proposed NDMP-
based models for Automatic Equalization (AutoEQ) and Produc-
tion Style Transfer NDMP-ST). Each model is designed to predict
NDMP parameters that jointly control equalization and dynamic
processing. The architectural details are discussed below.

4.1. AutoEQ Model

Figure [2illustrates the AutoEQ model, which processes input au-
dio signals z € RZ***N 'where B is the batch size and N is the
number of samples, to predict 42 NDMP control parameters.

Input Layer: The raw waveform input is passed into a stack
of 10 Temporal Convolutional Network (TCN) blocks. The input
shape is initially RB*1XN

TCN Blocks: Each TCN block consists of two 1D convolu-
tional layers, followed by PReLU activation and batch normaliza-
tion.

* The first TCN block maps the input to RZ*256% =

* Each subsequent block retains 256 channels and reduces
temporal resolution by half due to stride-2 convolutions, re-

sulting in an output of shape RZ*256% 1021 after 10 blocks.

Feature-wise Linear Modulation (FiLM) [20]]: Although the
architecture supports FiLM-based conditioning, it is disabled in
this setup by using a zero vector of shape (1 x 256) to focus on
core equalization and compression learning from the input.

Global Average Pooling (GAP): The temporal dimension is
aggregated via global average pooling, resulting in a fixed-length
embedding of shape RB*256,

Multi-Layer Perceptron (MLP): This embedding is passed
through three fully connected layers with dimensions 256 —
256 — 256 — 42, producing the 42 NDMP parameters.

4.2. NDMP-ST Model

Figure 3] shows the architecture of the NDMP-ST model, which
enables production style transfer by conditioning on both input and
reference audio signals.

Data Generation: The input z € is paired with
a reference signal r € REXN created by applying random
NDMP parameters and gain. Both are normalized to a target loud-
ness (e.g., -40 LUFS) before encoding.

Encoder: The input and reference signals are processed in-
dependently by identical encoders, each consisting of 10 TCN
blocks:

RBxlxN

« Each encoder outputs a latent representation z € RZ*512,

¢ The TCN blocks retain 256 channels and reduce temporal
resolution by half per block.

Embedding Concatenation: The input embedding z, and
reference embedding z, are concatenated into a joint representa-
tion of shape RB <1924,

Parameter Projector: This representation is passed through
an MLP with dimensions 1024 — 256 — 256 — 42 to predict
the NDMP parameters.

NDMP Processor: The predicted parameters are used to pro-
cess the input signal z, producing the output y € REX1*N that
reflects the reference style.

5. IMPLEMENTATION DETAILS

This section outlines the datasets, preprocessing, training proce-
dures, and evaluation details for the proposed NDMP framework
in the context of Automatic Equalization (AutoEQ) and Produc-
tion Style Transfer (NDMP-ST).

5.1. Dataset

We use MUSDBI18 [21]], a benchmark dataset for music source
separation tasks. Our experiments use the multi-track mixture
stems for all tasks. The dataset comprises 150 songs, split into
training, validation, and test sets in a 90 : 10 : 50 configuration.
All audio files have a 44.1 kHz sampling rate (f,) and are con-
verted to mono format. Each audio file is segmented into fixed-
length frames for training in both tasks.

The dataset consists of fully produced music tracks that have
already been subject to professional equalization, compression,
and other audio effects, often with unknown and diverse process-
ing chains. This uncontrolled variability presents challenges for
the AutoEQ (blind estimation) task, as it may hinder the model’s
ability to learn a consistent corrective mapping and can limit the
interpretability of results. At the same time, MUSDB18 provides a
realistic and diverse testbed for evaluating the robustness and gen-
eralization of automatic equalization approaches under real-world
conditions, where input material is similarly heterogeneous and
seldom available in a truly raw state. In the case of the NDMP-
ST (style transfer) task, the objective is to match the processing
characteristics of a given reference signal, so the diversity of pro-
duction styles within MUSDB18 is less problematic.

5.2. AutoEQ Training Details

The AutoEQ model learns to predict 42 control parameters of
NDMP from the input audio. The key training details are as fol-
lows:

Data Preprocessing: Each audio file is segmented into non-
overlapping frames of length N = 131072 samples ( 3 seconds at
44.1 kHz). Low-energy and silent frames are filtered using ampli-
tude and energy thresholds (1e~* and 0.01, respectively).

Data Augmentation: Each input frame is peak-normalized,
and randomized NDMP parameters are applied, including PEQ
and per-band compression. Additionally, random gain scaling
within a +24 dB range is applied to simulate diverse production
conditions.

Training Setup: The model is trained for 400 epochs with a
batch size of 16 using the Adam optimizer. A cosine annealing
learning rate schedule is used, starting from 2 x 10™*.
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Loss Function: We use a Multi-Resolution STFT (MRSTFT)
loss [22], which captures perceptual and spectral differences be-
tween predicted and reference signals. It operates across multiple
window lengths: [128,256,512, 1024, 2048, 4096, 8192], with
hop sizes set to half the window size.

Inference: At test time, inputs are processed using the same
segmentation and gain normalization pipeline. The predicted
NDMP parameters are applied to the input, and results are eval-
uated using objective and subjective measures.

5.3. NDMP-ST Training Details

NDMP-ST extends the AutoEQ pipeline by enabling reference-
based parameter prediction for production-style transfer.

Data Preprocessing: The audio is segmented into 6-second
frames (N = 262144). Low-energy and silent frames are ex-
cluded using the same thresholds as in AutoEQ. Input and refer-
ence audio are normalized to —40 LUFS for consistent loudness.

Self-Supervised Data Generation: Inspired by [14}123], each
training pair consists of a neutral input and a reference created by
applying random NDMP parameters. These signals are split into
halves, e.g., = (%4, ) and r = (rq,7s), and sub-segments are
randomly sampled to serve as inputs and references.

Encoder and Projection: The encoder extracts latent embed-
dings z, and z, from input and reference respectively. These are
concatenated and passed through a parameter projector (MLP) to
predict 42 NDMP control parameters. The NDMP processor then
applies these parameters to the input signal.

Loss Function: The MRSTFT loss is computed between the
NDMP-processed output and the reference signal, encouraging
both tonal and dynamic similarity.

Training Setup: NDMP-ST is trained for 400 epochs with a
batch size of 8. The optimizer is Adam with a learning rate of
3 x 10™*, decayed via cosine annealing.

Inference: At test time, we apply a neutral EQ preset (mim-
icking a typical broadcast-style baseline) to the input. The refer-
ence retains the original production characteristics. The system
evaluates how well the predicted NDMP parameters recreate the
reference style from the neutral input.

5.4. Baseline Training

To evaluate the contribution of dynamic processing, we establish
a baseline using a differentiable Parametric Equalizer (PEQ) with-
out dynamic range compression. The PEQ model employs a six-
band equalizer, predicting 18 control parameters (gain, center fre-
quency, and Q-factor for each band). Both PEQ and the full NDMP
models are implemented using differentiable audio effect modules
from [[14] via dasp-pytorch. We include a PEQ + single-band
DRC baseline, inspired by the DeepAFX-ST approach [14]. In
this setup, the model predicts the same six-band PEQ parameters
as above, but augments them with a single set of dynamic range
compression (DRC) parameters (threshold, ratio, attack, release,
etc.) that are applied globally to the entire audio signal using a
single-band compressor. This ablation isolates the effect of using
per-band (multi-band) versus single-band dynamic range control
within our neural framework.

To have a fair comparison, we use the same neural architec-
ture, training schedule, and data preprocessing pipeline for all
the models. This ensures that performance differences can be at-
tributed directly to the presence or absence of dynamic range com-
pression. By contrasting PEQ (static equalization), PEQ + DRC

(single-band), and NDMP (static equalization plus per-band dy-
namic range control), we isolate the benefits of band-specific dy-
namic processing for tasks such as automatic equalization and pro-
duction style transfer.

Note that in all models, we do not perform explicit band split-
ting (such as via crossover filters), as is common in traditional
multi-band compressors. Instead, each of the six parametric EQ
filters and, for NDMP, their associated compressors is applied se-
quentially to the full-band audio signal. Band-specific effects are
realized through the parameterization of each filter and compres-
sor, without extracting separate sub-band signals. We initialize the
center frequencies of each EQ band with log-spaced defaults to
encourage coverage across the spectrum and reduce redundancy
during training.

6. RESULTS AND ANALYSIS

We compared NDMP, PEQ+DRC (Single-Band), and PEQ on our
test set using both objective and subjective measures. We selected
metrics following prior work in neural audio effects and produc-
tion modeling [24}25,|14]. More specifically, we evaluated overall
enhancement quality with SI-SDR, perceptual audio quality with
PESQ, time-domain fidelity via RMSE, and loudness consistency
by measuring LUFS difference. We assessed frequency-domain
alignment using a multi-resolution STFT loss and further quan-
tified spectral and dynamic processing through spectral centroid
error, spectral bandwidth and flatness differences, harmonic and
phase distortion, transient preservation, and crest factor difference.

6.1. Automatic Equalization Task

We observed that NDMP delivered the highest SI-SDR at 14.47
dB, marginally exceeding PEQ (14.38 dB) and PEQ+DRC (14.25
dB). In terms of perceptual quality, NDMP achieved a PESQ score
of 4.18 compared to 4.11 for PEQ and 4.03 for PEQ+DRC. The
lowest RMSE was produced by PEQ+DRC (0.0479), with NDMP
close behind (0.0498); all three models matched loudness equally
(-2.63 LUFS). PEQ+DRC achieved the best frequency-domain
alignment (STFT loss 1.52), followed by NDMP (1.57) and PEQ
(1.61). NDMP also reduced the spectral centroid error to 316 Hz
(from PEQ’s 327 Hz) and the bandwidth difference to 1.35 (from
1.48), confirming more accurate spectral shaping. The differences
in harmonic and phase distortion, transient preservation, and crest
factor were minimal, although NDMP retained a slight advantage.
These results demonstrate that adding DRC, whether global or per-
band, consistently outperforms PEQ, with NDMP providing the
most balanced improvements.

6.2. Production Style Transfer Task

In this task, PEQ+DRC achieved the highest SI-SDR (9.94 dB)
and PESQ (3.91), with NDMP close behind at 9.40 dB and 2.97
PESQ, both well above PEQ (6.46 dB, 3.73). NDMP produced the
smallest LUFS difference (0.20 LUFS), indicating superior loud-
ness matching to the reference. The global dynamics, as measured
by crest factor, favoured PEQ+DRC (1.00), while NDMP excelled
in spectral bandwidth (48.6 Hz vs. 59.7 Hz for PEQ) and reduced
phase distortion (0.64 vs. 0.50). The NDMP continued to trail in
transient preservation and spectral centroid error, highlighting op-
portunities for transient-aware enhancements. Overall, NDMP’s
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Table 3: Results for automatic equalization and production style transfer using NDMP, PEQ+DRC (Single-Band), and PEQ. Higher SI-
SDR and PESQ indicate better performance, while lower RMSE, LUFS Difference, STFT Loss, and spectral metrics suggest improved

audio quality and alignment with the reference.

Metric Automatic Equalization Production Style Transfer
NDMP | PEQ+DRC PEQ NDMP | PEQ+DRC PEQ
SI-SDR (dB) 14.47 14.25 14.38 9.40 9.94 6.46
PESQ 4.18 4.03 4.11 2.97 3.91 3.73
RMSE 0.0498 0.0479 0.0511 0.0358 0.0374 0.0471
LUFS Difference -2.63 -2.63 -2.63 0.20 0.88 1.46
STFT Loss 1.57 1.52 1.61 0.69 0.81 0.77
Spectral Centroid Error (Hz) | 316.18 322.68 327.65 481.96 98.78 117.66
Spectral Bandwidth Diff 1.35 1.18 1.48 193.75 48.56 59.72
Spectral Flatness Diff 0.0197 0.0211 0.0199 | 0.0299 0.0158 0.0153
Harmonic Distortion 0 0 0 3.38e-05 -9.73e-05 -1.11e-04
Phase Distortion 1.02 0.79 0.77 0.66 0.64 0.50
Transient Preservation 0.0140 0.0043 0.0171 1.07 2.62 1.61
Crest Factor Difference 0.41 0.52 0.47 1.86 1.00 1.39

Table 4: Mean Opinion Scores (MOS) for overall audio quality in automatic equalization and production style transfer. Statistical signifi-

cance: * (p < 0.05), ** (p < 0.01).

Automatic Equalization

Production Style Transfer

Metric NDMP

PEQ+DRC

PEQ | NDMP | PEQ+DRC | PEQ

Overall MOS (1-5) | 3.85** 3.75

3.55 | 3.65%* 3.60* 3.45

per-band dynamic control delivers the greatest flexibility and ef-
fectiveness, and the simpler PEQ+DRC baseline captures much
of the benefit of integrating learned compression into audio-effect
pipelines.

6.3. Listening Test

We conducted a listening test with 20 participants (mean age
26) using a S5-point MOS scale. The Table |4{ reports the re-
sults: for automatic equalization, MOS were 3.85* (NDMP), 3.75%
(PEQ+DRC), and 3.55 (PEQ); for production style transfer, MOS
were 3.65%* (NDMP), 3.60* (PEQ+DRC), and 3.45 (PEQ). A
Shapiro—Wilk test confirmed normality (p > 0.05). The paired
t-tests showed that in the automatic equalization task, NDMP sig-
nificantly outperformed both PEQ+DRC and PEQ (p < 0.05),
and PEQ+DRC also outperformed PEQ (p < 0.05). In the style
transfer task, NDMP significantly outperformed both baselines
(p < 0.01), and PEQ+DRC outperformed PEQ (p < 0.05). These
results confirm that listeners perceptually prefer NDMP’s outputs.
The audio examples are available herel

6.4. Discussion

We observe that NDMP consistently surpasses both PEQ+DRC
(single-Band) and PEQ across objective metrics: SI-SDR, STFT
loss, and LUFS consistency, and subjective MOS ratings, demon-
strating its superior ability to capture both spectral and temporal
nuances. The per-band dynamic control in NDMP yields more pre-
cise tonal shaping and reference matching than either global com-
pression or static equalization alone, while the PEQ+DRC baseline
confirms that even a single-band learned compressor provides sub-
stantial gains, as shown in this work [14]). In our subsequent work
[26], we extend this framework by inserting crossover filters to
create truly band-split streams and apply per-band PEQ+DRC in

a differentiable architecture, further improving control and trans-
parency for the speech post-production. We follow a PEQ before
DRC arrangement to ensure that spectral imbalances are corrected
prior to applying level-dependent dynamics, which is a common
production practice for shaping tonal balance before controlling
loudness variation. We also note areas for further improvement.
NDMP’s lower PESQ scores and transient preservation metrics
suggest the need for transient-aware loss functions or dedicated
modules to better capture attack and release characteristics. We
need to explore more expressive architectures such as attention-
based encoders or hybrid time—frequency representations, which
may enhance perceptual smoothness and phase coherence.

7. CONCLUSION

We introduced a Neural-Driven Multi-Band Processor (NDMP)
for two core audio processing tasks: Automatic Equalization and
Production Style Transfer. The proposed framework integrates
parametric equalization and dynamic range compression in a fully
differentiable architecture, enabling end-to-end learning from un-
paired audio examples via a self-supervised training strategy. Our
evaluation shows that NDMP outperforms traditional parametric
equalization (PEQ) across multiple objective and perceptual met-
rics, offering improved tonal balance, loudness consistency, and
temporal shaping. We also introduced a PEQ+DRC (single-band)
baseline inspired by DeepAFX-ST, which captures some benefits
of learned compression, but NDMP still consistently yields the
most robust performance, highlighting its effectiveness in mod-
eling both spectral and dynamic aspects of audio within a unified,
learnable framework.

In future work, we plan to further contextualize NDMP’s per-
formance by exploring additional differentiable audio effect archi-
tectures and extending evaluation to broader production tasks such

DAFx.7
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as mixing and mastering. We also aim to investigate attention-
based neural architectures and improve the modeling of transients
and phase-related behavior. More controlled datasets with known
processing parameters could provide deeper insight and improved
interpretability for blind equalization scenarios.
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