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ABSTRACT

Recently, differentiable multiple-input multiple-output Feedback
Delay Networks (FDNs) have been proposed for modeling tar-
get multichannel room impulse responses by optimizing their pa-
rameters according to perceptually-driven time-domain descrip-
tors. However, in spatial audio applications, frequency-domain
characteristics and inter-channel differences are crucial for accu-
rately replicating a given soundfield. In this article, targeting the
modeling of the response of higher-order microphone arrays, we
improve on the methodology by optimizing the FDN parameters
using a novel spatially-informed loss function, demonstrating its
superior performance over previous approaches and paving the
way toward the use of differentiable FDNs in spatial audio appli-
cations such as soundfield reconstruction and rendering.

1. INTRODUCTION

The modeling of Room Impulse Responses (RIRs) plays a key
role in a wide range of spatial audio applications, from immer-
sive AR/VR to realistic teleconferencing and spatialized music re-
production systems [1]. Higher-Order Microphone (HOM) arrays
have gained increasing popularity in these scenarios due to their
ability to capture spatial soundfields with high fidelity [2]. How-
ever, accurately modeling their impulse responses to be used in ap-
plications of interest remains a challenging task. Indeed, conven-
tional methods [3], such as Spatial Impulse Response Rendering
(SIRR) [4] and its extension, Higher-Order-SIRR (HO-SIRR) [5],
often rely on the spherical harmonic (SH) decomposition in the
time-frequency domain, which, being computationally demand-
ing, poses significant limitations in scenarios for which efficiency
is of paramount importance [5].

Lately, differentiable digital signal processing has opened new
frontiers in data-driven acoustic modeling, offering promising al-
ternatives to traditional approaches [6–9]. In particular, Feedback
Delay Networks (FDNs), first introduced by Gerzon in the 1970s
and generalized to the multichannel case by Stautner and Puck-
ette [10], have been recently incorporated into differentiable learn-
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ing frameworks to automatically optimize their parameters, mak-
ing them a powerful tool for modeling reverberant spaces [7,8,11].
However, while differentiable FDNs have been successfully em-
ployed for single-input single-output (SISO) scenarios, e.g., match-
ing the time-frequency energy decay of target RIRs [8, 12], their
application to multiple-output FDNs remains largely unexplored.
For instance, in [13], the FDN parameters are optimized only to
match the energy decay in the time domain, without conditioning
the training on frequency-domain or spatial descriptors, thus hin-
dering its ability to model the spatial cues of the impinging sound-
field.

In this work, we consider the scenario of a single source im-
pinging on the HOM. We propose a novel loss function that al-
lows us to optimize the parameters of differentiable single-input
multiple-output (SIMO) FDNs in order to recreate a target sound-
field, matching the energy distribution both in space and time-
frequency domains. Although different FDN prototypes with at-
tenuation, tone, or directional filters exist [12,14–16], we consider
the original “general” FDN [13, 17] as to demonstrate that it al-
ready owns the potentiality to model target soundfields. We in-
troduce a novel loss term accounting for the inter-channel level
difference [18] of the first-order Ambisonic representations of the
signals. Also, we propose novel terms for improving the energy
matching, ultimately regularizing the peak amplitude and improv-
ing the inter-channel correlation [19]. We evaluate the proposed
approach by modeling the response of a HOM from the HOMULA-
RIR corpus [20], outperforming state-of-the-art methodologies for
the optimization of differentiable FDNs. In addition to the eval-
uation through objective metrics, we conduct a perceptual test on
spatial quality. The results support our analysis and further con-
firm the effectiveness of our method, highlighting its potential for
spatial audio applications such as soundfield reconstruction and
real-time spatial auralization.

2. DIFFERENTIABLE MIMO FEEDBACK DELAY
NETWORKS

Let us consider the multiple-input multiple-output (MIMO) FDN
prototype shown in Fig. 1, which was shown to be suitable for
optimization in [13]. With N being the number of delay lines,
u[n] ∈ RI the vector of input signals, and y[n] ∈ RJ the vec-
tor of output signals, the FDN can be described by means of the
following equations

y[n− µ] = G (Cs[n] +Du[n]) ,
s[n+m] = As[n] +Bu[n] ,

(1)

where A ∈ RN×N is the feedback matrix, B ∈ RN×I is the input
gain matrix, C ∈ RJ×N is the output gain matrix, D ∈ RJ×I
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GO(z)

Figure 1: MIMO FDN with three delay lines (N = 3).

is the direct gain matrix, and s[n] ∈ RN is the output of the
delay lines at time index n. G ∈ RJ×J is a diagonal matrix
containing real scaling parameters and µ := [µ1, . . . , µJ ]

T is
a vector containing the line-of-sight delays, which, in our work,
we consider fractional [8, 13]. Referring to Fig. 1, it follows that
O(z) = diag([z−µ1, . . . , z−µJ ]). Finally, denoting the lengths
of the delay lines in samples as m = [m1, ...,mN ]T, we obtain
s[n+m] := [s1[n+m1], ..., sN [n+mN ]]T.

Unitary matrices, such as Hadamard or Householder matrices,
are commonly used as prototypes for the feedback matrix A [21].
Being unilossless, in fact, they guarantee stability regardless of the
delays in the FDN [22]. Then, with the aim of introducing losses,
the feedback matrix is multiplied by a diagonal matrix containing
scalar values designed to achieve a specific reverberation time [7].

Although prototypes that include tone correction and attenu-
ation filters are common in the literature [12, 14, 15], in this ar-
ticle, we focus on FDNs characterized by frequency-independent
parameters, i.e., the entries of A, B, C, and D are scalars. As
shown in [8, 12, 13], it follows that the stability of the system can
be easily enforced at training time by applying proper reparame-
terization.

2.1. Differentiable Implementation

In this work, we focus on SIMO FDNs with the purpose of mod-
eling the response of a Higher-Order Microphone (HOM) to a sin-
gle impulse. This implies that matrices B and D are turned into
vectors b ∈ RN and d ∈ RJ , respectively. Then, we take into
account a particular implementation that allows us to learn A ∈
RN×N and the nonnegative b ∈ RN

≥0, C ∈ RJ×N
≥0 , m ∈ RN

≥0,
and d ∈ RJ

≥0 via standard backpropagation using gradient-based
optimization methods [8, 13].

Considering as input the Kronecker delta δ[n], we aim indeed
at minimizing at each time instant n a loss function L between the
target J-channel RIR h[n] ∈ RJ and the output of the differen-
tiable SIMO FDN ĥ[n] ∈ RJ . At each epoch, the FDN param-
eters θ undergo an optimization step involving the gradient ∇Lθ

computed via reverse-mode automatic differentiation [8, 23]. In
particular, our differentiable implementation features:

Differentiable Delay Lines
Reference [8] introduced a method for implementing differentiable
delay lines in the frequency domain. Specifically, the buffered
signal is first zero-padded and transformed using the Fast Fourier
Transform (FFT). Then, the resulting discrete spectrum is mul-
tiplied by a conjugate symmetric fractional delay filter response.
Finally, the delayed signal is reconstructed in the time domain by

performing an Inverse FFT. For a more detailed discussion of the
implementation, we refer readers to [8].

Trainable Feedback Matrix
Rather than enforcing unilosslessness constraints on the feedback
matrix itself, as in [13], we consider an unconstrained learnable
matrix W ∈ RN×N and define the lossy feedback matrix as
A = UΓ. Here, U is an orthogonal matrix, while Γ is a learnable
diagonal attenuation matrix. We define U = exp(WTr − WT

Tr),
where WTr corresponds to the upper triangular portion of W.
Since exponentiation of skew-symmetric matrices ensures orthog-
onality, it follows that U is orthogonal by construction [7, 11].
Consequently, U is unilossless regardless of the values assigned
to W.

Differentiable Reparameterization
The trainable parameters are learned in an unconstrained fashion
and then mapped onto the FDN parameters through differentiable
functions. We parameterize Γ = diag([g(γ̃1), ..., g(γ̃N )]), where
γ̃1, . . . , γ̃N are unconstrained scalars, and g(·) is the logistic func-
tion. This transformation ensures that the attenuation coefficients
γn remain within the interval (0, 1). Additionally, we take the ab-
solute value of the entries of b, C, d, and m [8,24], such that, e.g.,
we have C = [c1, . . . , cJ ] with columns cj = [|c̃j,1|, ..., |c̃j,N |]T,
where the symbol ·̃ indicates that the parameter is learned without
constraints.

3. METHODOLOGY

In this section, we first review the learning objectives proposed in
the literature for the optimization of FDNs given a target RIR. We
then introduce a novel loss function designed to optimize SIMO
FDNs so as to replicate spatial characteristics of target soundfields.

3.1. Related Work

Following [12], we can distinguish between two kinds of loss func-
tions: frequency independent (FI) [8, 13] and frequency depen-
dent (FD) [12]. The former one focuses solely on the time-domain
characteristics of the FDN impulse response (IR), while the latter
includes frequency-domain descriptors in the optimization objec-
tives.

First proposed in [8] for optimizing SISO FDNs and then gen-
eralized to the MIMO case in [13], the FI loss entails an error on
the energy decay curve (EDC), regularized by an error on the echo
density profile (EDP). Indeed, named h[n] := [h1[n], . . . , hJ [n]]

T

the Lh-sample J-channel target RIR at time instant n, the FI loss
function is defined as

LFI = LEDC + λ0LEDP , (2)

where λ0 ∈ R>0 is a positive real-valued hyperparameter and

LEDC =

∑
n∥e[n]− ê[n]∥22∑

n∥e[n]∥22
, (3)

is the normalized L2-loss between the multichannel EDC e[n] :=
[ε1[n], . . . , εJ [n]]

T of the target RIR and the EDC ê[n] := [ε̂1[h],

. . . , ε̂J [n]]
T of the FDN IR, ĥ[n]. The channel EDC is computed

via Schroeder’s backward integration as

εj [n] =

Lh∑
τ=n

h2
j [τ ] (4)
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and equivalently for ε̂j [n].
Moreover, in (2), the EDP loss term is defined through the

Soft EDP function [8], a differentiable approximation of the well-
known normalized echo density profile [25],

LEDP =
1

Lh

∑
n

∥p[n]− p̂[n]∥22 , (5)

where p[n] := [η1[n], . . . , ηJ [n]]
T is the target multichannel Soft

EDP and p̂[n] := [η̂1[h], . . . , η̂J [n]]
T is the Soft EDP of the pre-

dicted IR. In particular, ηj [n] for a generic channel j is derived
following the approach in [25], with the key modification that
the nondifferentiable indicator function 1{·} is approximated by
a scaled sigmoid function gκ(x) = g(κx), κ≫ 1 [8].

Contrary to LFI, the FD loss function—proposed in [12] for
the SISO case—has never been extended to account for multiple-
output FDNs. Thus, we here generalize said learning objective to
multichannel RIRs. In particular, along with the terms reported
in (2), the FD loss function includes an additional error term based
on the mel-scale energy decay relief (EDR). Namely,

LFD = λ1LEDC + λ2LEDR + λ3LEDP, (6)

with λ1, λ2, λ3 ∈ R>0 and

LEDR =

∑
k

∑
m ∥r[k,m]− r̂[k,m]∥1∑
k

∑
m ∥r[k,m]∥1

(7)

being the normalized L1-loss between the mel-scale EDR of the
target multichannel RIR measured in dB

r[k,m] = [RdB
mel,1[k,m], . . . ,RdB

mel,J [k,m]]T (8)

and the mel-scale EDR of the predicted IR

r̂[k,m] = [R̂dB
mel,1[k,m], . . . , R̂dB

mel,J [k,m]]T . (9)

In (8), the mel-scale EDR for channel j is computed via backward
integration of |Hmel,j [k,m]|2, i.e., the mel-spectrogram of hj [n].
Specifically, RdB

mel,j [k,m] is defined as

RdB
mel,j [k,m] = 10 log10

M∑
τ=m

|Hmel,j [k, τ ]|2 . (10)

Finally, an analogous equation can be derived for R̂dB
mel,j [k,m]]T.

3.2. Proposed Method

The learning objectives presented in the previous subsection are
mainly focused on matching the sound energy decay both in the
time and frequency domains. However, they do not account for
the distribution of the energy in space, which is essential in spatial
audio applications. Therefore, we present a novel training objec-
tive that allows us to optimize the SIMO FDN parameters as to
match the spatial characteristics of the target multichannel RIR.

Planar Inter-Channel Level Difference Loss
Inspired by [18], we propose to compute an error on the Inter-
Channel Level Difference (ICLD) defined starting from the First-
Order Ambisonic (FOA) signals. Proposed by Gerzon [26, 27]
and lately further improved by Fellgett [28], Ambisonics can be
thought of as a three-dimensional extension of the mid/side stereo

technique, encoding a given soundfield into a set of spherical har-
monic (SH) coefficients. In particular, given the set of azimuth
θ ∈ [−π, π] and elevation ϕ ∈ [−π/2, π/2] angles describing
the orientation of the HOM capsules, the FOA representation of
the multichannel RIR h[n] is a signal s[n] consisting of four chan-
nels: theW channel, corresponding to the sound pressure acquired
by an omnidirectional microphone, and the X , Y and Z channels,
corresponding to the sound pressures acquired by a figure-of-eight
microphone oriented along the three spatial axes. In this scenario,
we define the ICLD as

DXY =
1

K

K−1∑
k=0

(
|SX [k]| − |SY [k]|

)2
, (11)

where SX and SY are the Discrete Fourier Transforms (DFTs) of
X- and Y-channel, respectively, whereas K is the total number of
frequency bins. Then, we define the ICLD loss term as

LICLD =
(DXY − D̂XY )2

D2
XY

, (12)

where D̂XY is the ICLD computed on the predicted IR. Here, we
take into account only the planar inter-channel level difference as,
from a perceptual standpoint, the spatial resolution of the human
auditory system is significantly higher in the azimuthal direction,
with minimum audible angle thresholds for changes in elevation
typically being two to four times greater than those measured in
the horizontal plane when broadband stimuli are used [29].

Multi-Resolution EDR Loss
We combine LICLD with the loss terms involving the energy decay
outlined in Section 3.1. In particular, to better match the coloration
of the target RIR and mitigate the typical comb-like artifacts char-
acterizing FDN IRs [7,11], we propose to consider a loss function
involving the multi-resolution (MR) mel-scale EDR, defined as

LMR-EDR =
1

R

∑
r

L(r)
EDR , (13)

where r = 1, ..., R is the index of a particular resolution, i.e., the
combination of FFT length, window length, and hop size chosen
for computing the mel-spectrograms in (10).

Time-Domain Envelope Loss
Now, if we consider to add all the learning objectives presented
so far, we would obtain a composite loss function with four terms
(4T). The minimization of said loss could be impaired since the
presence of an additional objective may introduce conflicting gra-
dients, leading to convergence difficulties and suboptimal solu-
tions. We propose, thus, to substitute the LEDC and LEDP terms
with a single loss term involving the envelope of the IR energies.
Indeed, we argue that such a signal comprises information on both
time-domain energy and peak amplitudes, being thus a valid sub-
stitute of the original terms. We define this novel loss function as

LENV =

∑
n∥h

2
f [n]− ĥ2

f [n]∥22∑
n∥h2

f [n]∥22
, (14)

with h2
f [n] := [h2

f,1[n], . . . , h
2
f,J [n]]

T and ĥ2
f [n] := [ĥ2

f,1[n], . . . ,

ĥ2
f,J [n]]

T, where the energies of the multichannel RIR and the pre-
dicted IR, respectively, are processed to extract the time-domain
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Figure 2: Spherical coordinate system considered in this study.

envelope

h2
f,j [n] =

15∑
ℓ=0

β̄ℓ max{h2
j [n− ℓ], ᾱh2

j [n− ℓ− 1]}, (15)

where β̄ℓ are the taps of a (fixed) linear-phase FIR lowpass fil-
ter, and ᾱ = 0.96 controls the slope of the envelope and allows
for a certain amount of leniency in the penalization of less promi-
nent IR taps. By doing so, we maintain the improvement given by
the well-established practice of combining linear-scale L2-losses
to log-scale L1-losses that has been found beneficial in many au-
dio signal processing applications [12]. Indeed, as shown in [12],
a loss term computed on a linear scale places the focus on the
first portion of the IRs, while a loss term computed on a dB scale
emphasizes errors in the reverberation tail due to the logarithmic
compression, improving the overall optimization.

Composite Loss Function
Finally, with the aim of optimizing both energy and inter-channel
differences, we define the the following composite loss function

LSP = λ4LICLD + λ5LMR-EDR + λ6LENV , (16)

with λ4, λ5, and λ6 being positive real-valued hyperparameters.

4. EVALUATION

We evaluate the proposed methodology considering the response
of a HOM from the HOMULA-RIR dataset [20] as the target.
Such a corpus contains multichannel RIRs acquired in 25 posi-
tions inside the “Schiavoni” seminar room of Politecnico di Mi-
lano. In particular, the authors employed the Voyage Audio Spatial
Mic, which is a 2nd-order Ambisonic microphone able to record
the entire soundfield with 8 capsules mounted together in a near-
coincident array. Fig. 2 shows the spherical coordinate convention
considered in this work. Among the source signals, we select S1
and, as HOM, we select R1-HOM5 [20].

As far as the training procedure is concerned, we first normal-
ize the target multichannel RIR as to have unitary norm, and we
store such a value in matrix G such that G = gIJ , with IJ being
an J×J identity matrix. According to (1), this matrix will be later
used to re-scale the output of the SIMO FDN.

As in [13], with the purpose of ensuring the first sample of the
jth channel to always contain the direct path, we remove the first
µj samples. These values are stored in vector µ so that they can
be reintroduced at inference time through matrix O(z), as shown

Table 1: Diffuseness ψ and direction of arrival error (DOAE) ϑe

for the FDNs optimized according to the three loss functions.

ψ |∆ψ| ϑe

LFI 0.86 0.15 8.4°
LFD 0.85 0.14 17.7°
LSP 0.64 0.07 13.1°

in Fig. 1. To maintain consistency, we apply zero-padding so that
each channel has the same number of samples, denoted asLx. This
value thus corresponds to the number of samples of the IR in which
the direct arrives first, and it is computed as Lx = Lj − µmin,
where µmin = min{µj}Jj=1 and Lj denotes the original length of
the jth channel in samples. Then, we compute the reverberation
times T60,j for each channel j using pyroomacoustics [30]
and define Tmax

60 = max{T60,j}Jj=1. As a final step, we trim all
channels to the length Lh = ⌈Tmax

60 · fs⌉, where fs is the sampling
frequency. Indeed, any information beyond Tmax

60 could negatively
affect the training process as it could introduce numerical instabil-
ities, potentially leading to unwanted distortions in the reverberant
tails [8].

As baselines, we consider the two loss functions presented in
Sec. 3.1, namely the frequency-independent loss function LFI (2)
and the frequency-dependent loss function LFD (6), In particular,
as for LFD, the mel-scale EDR in (10) is computed by filtering the
512-bin magnitude STFT of hj [n] with 64 triangular mel filters,
while the STFT is computed using a 320-sample Hann window
(20 ms) with hop size of 160 samples (10 ms). The EDP term in (2)
and (6) is computed taking into account a Hann window of 20 ms.
We vary κn, i.e., the parameter governing the sigmoid scaling of
the Soft EDP, in a linear fashion by increasing it progressively from
102 to 105 over the range n = 0, . . . , Lh − 1.

Finally, the multi-resolution EDR in (16) is computed taking
into account R = 3 sets of resolutions, namely [1024, 2048, 512],
[120, 240, 50], and [600, 1200, 240] for the FFT length, hop size,
and window length (in samples), respectively.

4.1. Parameter Initialization

We implement the differentiable SIMO FDN with J = 8 and
N = 24 in Python using PyTorch. In particular, we train for a
total of 650 epochs and we employ a single Adam optimizer with
learning rate of 0.1. Then, we initialize the FDN in the same fash-
ion for both proposed method and baselines. We optimize W, b,
C, and the delays m, but we do not optimize d, which is, instead,
kept fixed and initialized directly according to the amplitude of the
target direct-path samples.

Then, for all ıȷ, we initialize b̃
(0)
ıȷ ∼ N (0, 1/N) and C̃

(0)
ıȷ ∼

N (0, 1/N2). We initialize W̃(0) such that W̃(0)
ıȷ ∼ N (0, 1/N)

and Γ̃(0) by having

γ̃(0)
ı = 10

−3
Tmax
60 fs (17)

as to better condition the energy decay in the time domain [17].
Then, we set m̃(0) so that m̃(0)

i = ξm̃⋆
i with m̃⋆

i ∼ Beta(α, β),
for i = 1, ..., N , with α ≥ 1 and β > α. Moreover, we set
ξ = 1024 as in [8,13], together with α = 1.1 and β = 6 such that
a maximum possible delay of 64 ms and a mean value of about
10 ms are ensured.
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Figure 3: Comparison among the EDCs with respect to the target.

(a) Target RIR. (b) FDN trained with LFI. (c) FDN trained with LFD. (d) FDN trained with LSP.

Figure 4: Mel-scale EDR (dB) of the SIMO FDN IRs. Channel 3.

(a) Target RIR. (b) FDN trained with LFI. (c) FDN trained with LFD. (d) FDN trained with LSP.

Figure 5: Mel-scale EDR (dB) of the SIMO FDN IRs. Channel 5.

(a) Target RIR. (b) FDN trained with LFI. (c) FDN trained with LFD. (d) FDN trained with LSP.

Figure 6: Pseudo-spectrum computed using MUSIC in the SH domain.

Figure 7: Comparison with respect to the target between the EDP obtained optimizing the FDN with LSP and with L4T.
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4.2. Results and Discussion

Fig. 3 shows the energy decay curves, in dB, of the FDN IRs
trained using LFI, LFD, and LSP. In particular, the results of LFI

are shown with a dotted blue line, those of LFD with a dash-dotted
green line, while, instead, the dashed orange and the solid black
lines represent the results of LSP and the target EDC, respectively.
Moreover, due to space constraints, we show only the results re-
lated to odd channels 1, 3, 5, and 7, i.e., capsules spanning dif-
ferent directions, although analogous results are obtained for the
remaining ones. On the one hand, we can clearly see that the
proposed method nicely follows the target decay, while, on the
other hand, the blue and green lines part from it way before the
Tmax
60 = 0.91 s, with the blue line, i.e., LFI, being the worst as it is

only able to match the target decay for just over 0.2 seconds. Fig. 3
reveals, thus, that the differentiable SIMO FDN trained using LSP

tend to model better the energy decay in the time domain with
respect to the baselines, although it does not minimize directly
an EDC loss term. Indeed, we argue that the joint optimization
of the RIR energy envelope and the multi-resolution EDR better
condition the FDN behavior. Such a trend is also visible look-
ing at Figs. 4 and 5, which present the mel-scale EDRs in dB
related to channels 3 and 5. In particular, Figs. 4b and 5b show
that, having no frequency-dependent term, LFI is not able to con-
dition the training as to model the target coloration, leading, as
a consequence, to the typical comb-like artifacts that characterize
FDNs [7]. Figs. 4c and 5c reveal that LFD is able to model the
energy decay in the time-frequency domain, in line with the re-
sults obtained for SISO FDNs in [12]. However, it is possible to
recognize a further improvement in the coloration-matching of the
results showed in Figs. 4d and 5d, given that they present even
lower comb-like artifacts, proving the MR-EDR term of LSP suit-
able to obtain even more natural frequency decays. Finally, Fig. 6
shows the pseudo-spectra of the FDN IRs, obtained using the MU-
SIC method in the SH domain [31], as well as the DOA, which
is represented by a red dot. The colorbar of each subfigure is
tuned to allow us to appreciate the details of the energy distribu-
tion; a single colorbar shared among all the subplots would impair
the visualization and thus the analysis of the results. Fig. 6b and
Fig. 6c, indeed, depict pseudo-spectra taking values between 1.5
and 1.7. Conversely, the pseudo-spectrum associated to the pro-
posed method in Fig. 6d showcases a dynamic range similar to
that of the target (cf. Fig. 6a). This argument is supported also
by the different energy distribution in space. Indeed, the baselines
(Figs. 6b and 6c) present a more diffused soundfield and a wrong
directivity, whereas, thanks to the ICLD loss term, the proposed
method is able to optimize the SIMO FDN as to model the spatial
distribution more accurately. The remaining discrepancy in spatial
energy distribution could be attributed to unmatched differences in
the spectra.

As to further evaluate the performance of the three learning
objectives, we report in Table 1 further results concerning spatial
metrics. In particular, we compute the diffuseness ψ, i.e., a metric
characterizing the directional power variation, starting from the
covariance of the SH signals [32] and employing the Spherical-
Array-Processing library by A. Politis [33]. The target RIR fea-
tures a diffuseness ψ = 0.71, showing that the soundfield char-
acterizing the seminar room is, indeed, rather diffused. While
all three losses achieve similar ψ, with values between 0.64 and
0.86, the proposed loss LSP outperforms the others in absolute dif-
fuseness error, obtaining |∆ψ| = 0.07 against 0.14 and 0.15 of

LFD and LFI, respectively. This suggests that LSP provides bet-
ter control over spatial reproduction accuracy, despite its slightly
lower overall diffuseness. Moreover, we compute the DOA error
(DOAE) considering [34]

ϑe = arccos(x̂Tx) , (18)

where x and x̂ are the target and estimated cartesian DOA vectors,
respectively. The proposed method turns out to improve the DOA
estimation by 4.6° compared to LFD, whereas LFI, with ϑe = 8.4°,
is the methodology with the lowest DOAE. Though, it is also worth
pointing out that MUSIC is sensitive to errors when applied to dif-
fuse soundfields [33], such as that produced by LFI (ψ = 0.86).
In conclusion, we can state that the proposed learning objective is
able to capture the spatial characteristics of the acquired sound-
field, providing a fair source localization but, most importantly, a
coherent spatial energy distribution.

4.3. Evaluating Envelope Loss Against EDC and EDP Losses

In Sec. 3.2, we argued in favor of replacing the LEDC and LEDP loss
terms with LENV as to better condition the optimization of LSP. In
this subsection, with the aim of evaluating the performance of the
ENV loss against EDC and EDP losses, we train an FDN with the
following composite loss function

L4T = λ7LEDC + λ8LMR-EDR + λ9LEDP + λ10LICLD , (19)

where λ7, λ8, λ9, λ10 ∈ R>0, and we compare the results with
those obtained through LSP (16). It follows that (19) is obtained
from (16) by substituting LENV with a linear combination of LEDC

and LEDP.
Fig. 7 reports the EDP of the two FDN IRs (solid orange curve

for LSP and dotted pink curve for L4T) as well as the target EDP
(solid black curve). Hyperparameters are set to balance the loss
terms during early training. Especially for channels 3, 5, and 7,
the LSP curve proves to better follow the target black line although
the EDP term is not among those constituting the loss itself. The
L4T curve, instead, shows a slightly lower echo density in the first
part of the IR. This can be attributed to the complex nature of the
Soft EDP function, which could be subjected to gradient vanish-
ing [8]. Finally, when comparing the EDC of the two realizations,
we obtain similar results as evidenced by the T60 values averaged
over channels, which read 0.892 s for LSP and 0.897 s for L4T, re-
spectively. We can thus state that the proposed LENV term is able to
substitute the original two terms, improving, at the same time, the
matching of echo density and training stability, while maintaining
comparable accuracy on the energy decay in the time domain.

4.4. Perceptual Evaluation

With the purpose of evaluating the performance of different learn-
ing objectives as far as spatial quality (SQ) is concerned, we con-
ducted a perceptual listening test online using the webMUSHRA
framework [35]. SQ accounts for various spatial attributes, includ-
ing depth, width, spatial distribution, reverberation, envelopment,
and immersion. A total of 13 experienced participants (10 male,
3 female, average age 29.9 years) took part in the study, all of
whom used different consumer-grade headphones to conduct the
test. Listeners were asked to rate the SQ of different auralizations
against a target. Before the assessment, they were given examples
of low and high SQ as to define precisely the extent of the percep-
tual scale.
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Figure 8: Results of the perceptual test showing the spatial quality of the FDN IRs.

The test stimuli1 consisted of three speech signals and two mu-
sic signals to ensure a comprehensive assessment across different
audio content. For each stimulus, participants were presented four
binaural auralizations: the renderings obtained from the IRs of the
differentiable SIMO FDNs trained with LFI, LFD, and LSP, along
with the target reference. Participants rated the SQ of each ren-
dering against the target using a continuous scale ranging from 0
to 100. The test lasted less than 10 minutes, and none of the lis-
teners reported experiencing hearing fatigue, ensuring reliable and
comfortable conditions for the perceptual evaluation.

Fig. 8 shows the results of the test with the 95% confidence
intervals and the relative average scores (rightmost bar charts). In
all the charts, the Reference stimulus presents a variance differ-
ent from zero meaning that the assessors were not always able to
distinguish it from the other tracks. For instance, concerning the
“Flute” case, participants deemed the Reference very close to the
result of LSP. Overall, the proposed loss function obtained the best
scores, 77.4 on average against 50.7 and 31.2 of LFD and LFI,
respectively, proving its superior ability to condition the differen-
tiable SIMO FDN as to yield spatially coherent impulse responses.

5. CONCLUSIONS

In this article, we presented a novel learning objective specifically
designed to optimize differentiable SIMO FDNs as to model the
response of Higher-Order Microphone (HOM) arrays. We pro-
posed to incorporate in the loss function a term related to the inter-
channel level difference, computed starting from the FFTs of the
first-order Ambisonic representation. Also, besides the multi-res-
olution EDR objective, we introduced a term related to the en-
ergy envelope, which we demonstrated to overcome state-of-the-
art methods in matching the time-domain energy decay. We tested
the proposed methodology to match a multichannel RIR from the
HOMULA-RIR dataset, pointing out its superiority in modeling
the soundfield both in space and time-frequency domains, a result
corroborated also by a perceptual evaluation of the spatial quality.

Future work may concern the study and implementation of
novel spatially-informed learning objectives, e.g., to improve DOA
estimation, as well as the application of differentiable SIMO FDNs
in soundfield reconstruction scenarios, paving the way toward the
use of said filters for the efficient rendering of soundfields in spa-
tial audio applications.

1Available at https://polimi-ispl.github.io/hom-dfdn/.
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